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Introduction

What was the inflation rate last month? How bad is unemployment? How fast - or dowly - isthe
economy growing? Answersto all of these questions require statistics. We will be studying how
they are made and how we can learn from them.

The word statistics came into English about 1770 from German where it had meant (since about
1747) a study “ascertaining the political strength” of astate. In English, however, it acquired a
broader meaning expressed by J. Sinclair in 1798 as “an inquiry for the purpose of ascertaining
the quantum of happiness enjoyed by [a country’g] inhabitants.” The word “quantum” hereis
especialy telling. By the end of the 19" century, statistics was clearly the study of facts that can
be expressed as numbers. It aso became clear that mathematical methods developed in
astronomy and in the analysis of games of chance had remarkable applicability to the study of the
socia statistics. Today, the applications of statistics include amost every public policy discussion,
the design of political and marketing campaigns, business planning , and scientific research in
fields as diverse as medicine and economics.  Theword statistics is now often used to refer to a
common core of mathematical methods which are used for the analysis of datain all these aress.
While this book will certainly present some of those methods, we shall not loose sight of the
broader meaning of statistics.

Unlike the natural world around us, statistics have to be created by human endeavor in collecting
and organizing information. In the United States, a complicated structure of ingtitutions and
programs have developed to produce statistics broadly related to the economy. Our course

begins with a survey of these ingtitutions and the statistics they make and why they make them.

We will learn how to find information in a convenient compendium of U.S. statistics, the
Satistical Abstract of the United States, which is available inexpensively both as a book and, with
much more data, as a CD-ROM. Y ou will also learn to use the Internet to update information

from the Statistical Abstract..

Having looked at some of the finished products of data collection and organization, we next turn
to what might be called primary statistics, data more or less as it comesinto the collecting agency.
While we will not actually collect statistics in this course, we will do the next best thing; we will
look at arelease for public use of data from the 1% sample of the 1990 Census of Population and
Housing. We will be dealing with the individual responses to the long form of the Census
guestionnaire. (Some information has been removed to protect the privacy of the respondent and
some has been imputed where there were blanks in the responses.) No one can begin to look at
and digest all these data, so how do we make them speak and tell their story? We will first learn
some way's to describe a single variable, say family income. We will ask what we can say on the
basis of a sample about the characteristics of the whole population. Then, using a technique
called regression analysis, we will ook at relations between one variable and one or more other,
explanatory variables.. We will apply al of these methods to data from the 1% sample.



Actually, the 1% sample is so large that we will work with twenty sub-samples. Different students
will have different samples, so we can see for ourselves that different samplesyield different
results. Since most statistics are based on samples, that difference raises the question of what we
can say about the total population on the basis of the analysis of asample. That question isthe
central subject of statistical inference.

After this study of primary data, we return to the study of secondary, or “prepared” data, the end
product of the statistical agencies. We will 1ook at the conceptual and measurement challengesin
making three of the most used components of the statistical system: the national accounts, the
consumer price indexes, and measures of money.  Finally, we will see that regression analysis,
previously developed for studying primary data, can also be applied to the time series which are
produced by the statistical agencies. Here, with data drawn from the national accounts and
Federal Reserve statistics, we can investigate questions of macroeconomics such as What
influence, if any, do interest rates have on investment?

This broad view of statistics, consistent with its original meaning, makes this course radically
different from the course usually taught under this name. The usua course concentrates on
probability theory and statistical inference with little or no attention to the other matters which
will also concern us. The usua course also works with small amounts of data that is often
fictional. Wewill work redistic volumes of real data. | believe that what you really need to know
about probability and statistical inference you will learn here in away that will make it meaningful
to you.

All of the computations for this course can be performed with any one of the three common
spreadsheet programs:. Lotus 1-2-3, Corel’ s Quattro Pro, and Microsoft's Excel. | havetried al
three and helped studentsin using all three. My preferenceisfor Lotus for what we have to do
here. Instructions given here therefore apply to specifically to Lotus, but most of them also apply
fairly well to the others. | should make clear that all three are extremely limited as statistical
programs. For going beyond this course, you would certainly want to use a different program.
The spreadsheets are, however, very visual and virtualy universaly available; those features
makes them attractive for beginning work with statistics.

Asto mathematical background, | will assume that you have had about one semester of calculus
and are familiar with the elements of both differentiation and integration. 1n explaining
regression, it is convenient to use matrix notation, which will be explained here.



Chapter 1

The Statistical System of the United States

The Satistical Abstract of the United States, published by the U.S. Department of Commerce,
Bureau of the Census, is both aguideto the U.S. statistical system and a convenient compendium
of the major results of the efforts of the Census Bureau and other organizations, both public and
private, both domestic and international. We will use the contents of this comprehensive book to
illustrate what is found in the different statistical sources. The Abstract now appears both as a
book and asa CD-ROM. The CD is much the easier way to use it because of the excellent
indexing, instant movement from index to table, and the automatic access to more detailed and
complete tables in the form of worksheets for Lotus 1-2-3. It even has automatic Internet links
for some of the tables which allow easy updating of series or finding more complete materia. All
of the questions posed in the following discussions are to be answered by using the material from
the CD. If you have the a persona computer with a CD-ROM drive running Windows and have
purchased the CD, you can answer them al at home. Otherwise, you can use your university’s
computer laboratory. (Details appear at the end of this chapter.) For further work in this course,
you will need Lotus 1-2-3; you can get the same results with Corel Quattro Pro or Microsoft
Excd if you are prepared to do a bit of technical work with your system setup. The instructions
in this text will be for 1-2-3.

Some seventy federal agencies gather and publish statistics of interest to the general public. For
most of them, production of statistics are incidenta to their main work. For at least six of them,
however, the production of statistics is the central concern. The main providers of economic
statistics are the U.S. Bureau of the Census, the Bureau of Labor Statistics, the Bureau of
Economic Analysis, the Board of Governors of the Federal Reserve System, the Internal Revenue
Service, and the Economic Research Service of the Department of Agriculture and the National
Agricultural Statistics Service, the Bureau of Transportation Statistics, and the Energy
Information Administration. Other agencies primarily concerned with the production of statistics
include the U.S. Nationa Center for Health Statistics, the U.S. National Center for Education
Statigtics, the Bureau of Justice Statistics, Social Security Administration (Office of Research,
Evaluation, and Statistics), and the Environmental Protection Agency. We will concentrate on
the providers of economic statistics and begin with the most fundamental data, that on the
population of the nation.

U.S. Bureau of the Census

The cornerstone of the U.S. Statistical system is the decennial Census of Population and
Housing, prepared by the Bureau of the Censusin the Department of Commerce. It was
mandated by the Constitution and goes back to the first censusin 1790. Originally designed for
apportioning the House of Representatives among the states, it today serves not only this purpose
but also provides fundamental information on the geographical distribution of the population, its



age and sex structure, educationa attainment, employment status, family income, language
spoken at home, housing stock, and journey to work. Here are some questions you can answer
from this fundamental source. With al of these questions, the point is not so much that you find
the answer to the particular question but that you note what is available on a particular subject.
To every question posed, therefore, you should add the question, “What else interesting do you
seein thistable?’

P1. What was the population of the United Statesin 17907

All the following questions refer to 1990 or the year of latest decennia census available.
P2. What was the population of the United States?

P3. What was the population of Maryland?

P4. What was the population of Baltimore?

P5. In their journey to work, how many Marylanders carpooled?

P6. How many Americans aged 5 and over speak Arabic at home?

P7. How many have at least a Bachelor’s degree?

P8. What percentage of occupied housing units were owner-occupied?

Alexander Hamilton, Washington's Secretary of the Treasury, saw the need for economic
information to promote the development of industry and urged the establishment of a Census of
Manufactures. The first was conducted in 1809, five years after his death. Now a so a product of
the Bureau of the Census, it shows the number of establishments, employees, payroll, vaue of
shipments, value added, and materials consumed by kind by industry and by state. Following the
pattern established in the Census of Manufactures, the Census Bureau now conducts the Census
of Finance, Insurance, and Real Estate Industries, the Census of Retail Trade, the Census of
Wholesale Trade, the Census of Service Industries, the Census of Transportation, Communica-
tions, and Utilities, and the Census of Agriculture, the Census of Construction Industries, the
Census of Governments. These are conducted every fiveyearsin yearsendingin2and 7. In
addition, since 1949 there has been an Annual Survey of Manufactures to provide annual datafor
manufactures, but it is based on a sample and provides only some of the detail found in the
Census.

Each of these censuses is published in many volumes of large pages and small print. Recently,
they have become available on CD-ROM. The reason that the government conducts and
publishes these massive censuses is quite simple:  business demands them. In the early months of
the Eisenhower administration, some high officia got the idea that the Census of Manufactures
was an unwanted and unnecessary burden on business that smacked of “creeping socialism.” The
census scheduled for 1952, which would have been conducted in early 1953, was canceled. The
result was an uproar from business and the formation of the Federal Statistical Users Group with
the explicit goal to lobby for adequate statistics. The census was reinstated, but it was too late to
doit for the year 1952. Instead, it was done for the year 1954. For reasons of balance in its work
load, the Census Bureau wanted the economic censusesin years ending in 2 and 7. To move back
towards this pattern, the next one was done in 1958. Because of the work of the decennial
population census for 1960, the next was not until 1963, and finally in 1967, fifteen years after the



disruption, the venerable Census of Manufactures got back to its intended pattern of production.
It was, however, al the stronger for this attack, for it now had an organized and conscious
congtituency. The pressure coming from this group is probably responsible for the development
of the other economic censuses.

All of these censuses define industries and products in terms of the Standard Industrial
Classification Manual (SC) issued by the U.S. Office of Management and Budget. The SIC uses
anumerical numbering system in which two-digit industries are broad industries. For example,
within Manufacturing, there are

20 Food and kindred products

21 Tobacco products

22 Textile mill products

23 Apparel and other textile products

39 Miscellaneous manufactures

Within atwo-digit industry, there may be a number of three-digit industries. For example
20 Food and kindred products

201 Meat products
202 Dairy products
203 Preserved fruits and vegetables

And within a three-digit, there may be one or more four-digit groups, for example

201 Meat products

2011 Meat packing plants

2013 Sausages and other prepared meats
2015 Poultry daughtering and processing

Numbering codes for products extend normally to seven digits in the censuses but to only five
digitsin the Annual Survey of Manufactures. Establishments — aterm that more or less means a
plant at a particular location — are assigned a four-digit code corresponding to the four-digit
product code which accounts for the largest share of its shipments. Industries are then defined as
collections of establishments al having agiven SIC code. Thus, we can speak of Industry 2015
Poultry dlaughtering and processing, or of Industry 201 Meat products, or of Industry 20 Food

and kindred products.

The SIC system isused by al statistical agencies, not just those in the Census Bureau.

Besides these censuses, the Census Bureau compiles foreign trade statistics, The Quarterly
Financial Report, The Annual Capital Expenditures Survey, Current Population Reports,
Current Industrial Reports, County Business Patterns -- the only Federa source of economic
data at the county leve -- and, of course, The Statistical Abstract of the United Sates.



Here are afew questions you can answer from these Census Bureau products. Y ou can find all
the answersin the Statistical Abstract, but ook at the footnotes of the tables and report not only
the numerical answer but aso the original source of the information. In these questions, MRY
means the “most recent year” for which datais available; in your answers, aways report what this
most recent year is.

C1. What is the four-digit SIC code of Paper Mills? How many establishments were
there in the MRY ? What were the shipments, value added, payroll, number of
employees, and number of production workers of this four-digit industry in the
MRY ?

Cc2. What were retail salesin the Washington-Baltimore Consolidated Metropolitan
Statistical Area (CMSA) inthe MRY? How did this area compare in retail salesto
the New York area?

C3. What is the SIC number of Television and radio broadcasting? How many
establishments were there in thisindustry in the MRY ? What was their revenue,
payroll, and number of paid employees?

C4. What percentage of the tax revenue of state and local governments came from
property taxesin the MRY ?

Cb. What were the stockholder’ s equity and the debt of corporations in the Non-
durable goods industriesin the MRY? How has the proportion of debt to equity
changed since the beginning of the data?

Bureau of Labor Statistics

The Bureau of Labor Statistics (BLS) is part of the Department of Labor. Asyou might imagine,
it isresponsible for tracking employment and unemployment. It uses two sourcesto do so. The
first is monthly reporting from establishments on the changes in their employment, hours, and
earnings. The second is a household survey asking about employment, labor force participation,
unemployment, and demographic characteristics such as age, sex, and ethnic background. This
sample survey is the basis of the much-publicized unemployment rate.

The Labor Department is, of course, involved in labor negotiations; a key piece of information
needed in these is what has happened recently to prices. Consequently, the BLS became also
charged with preparing price indexes. It hastwo mgjor products in this area: the Consumer Price
Index (CPI) and the Producers Price Index (PPI). Each of these has prices on thousands of
products. Combining them into asingle measure led the BLS, in the case of the CPI, into
conducting a Survey of Consumer Expenditures to determine appropriate weights. Originally
conducted only every ten years or o, this survey has been conducted continuously since the early



1980's. The detailed results are an important source of data not only for weighting the CPI but
for anyone interested in marketing to consumers or studying consumer behavior. Recently, there
has been a small political storm over the measurement of the CPl becauseiit is used to index
Socia Security payments and tax brackets. We shall return at the end of the course to look at
some of the measurement issues involved.

Here are some questions you can answer from data collected and prepared, in most cases, by the
Bureau of Labor Statistics.

BLS1. What was the average unemployment rate in Maryland in the MRY ? How did that
compare with the national average?

BLS2. What was the labor force participation rate of married women with children under
age 6 in 1960, 1970, 1980, 1990 and the MRY ?

BLS3. Which two Metropolitan Statistical Areas (MSA) had the fastest rate of growth of
their consumer prices between the base period and the MRY?  Which two had
the dlowest? What were their MRY CPI’swith relative to the base period? What
was the base? For the Washington MSA, which component of the index (food,
housing, apparel and so on) had the fastest growth over this period? Which the
slowest?

BLS4. How many economists were employed in the earliest year of data and in the MRY ?
What is the fastest growing occupation that you spot in the table where you find
thisinformation? Which the slowest?

BLS5. How much did the average two-person family spend (in the MRY') on clothing for
women and girls? for men and boys?

BLS6. Your firmis considering opening an office in either San Francisco or Tuscon.
What would be the comparative costs of housing and of living in general which
middle management would face in these two cities? Note carefully the source of
this data.

The Bureau of Economic Analysis

The Bureau of Economic Analysis (BEA), like the Bureau of the Census, is part of the U.S.
Department of Commerce; but its mission and competence is quite different. Censusisaprimary
collection agency; itsanalytical problems are mainly in assuring the quality of the data by proper
survey design, proper allowance for non-response, proper checking for logical consistency in the
responses, proper insurance that the privacy of respondents is protected, and similar issues. The
BEA, by contrast, does very little primary data collection. Itswork is primarily to create logically
coherent systems of accounts from the data collected by Census and other sources. The best



known of these systems of accounts are the Nationa Income and Product Accounts (NIPA) and
the Balance of Payments (BoP). It also prepares estimates of capital stock by industry, measures
of persona income by state, and input-output tables showing the sales of each industry in the
economy to each other industry and to various categories of fina demand.

The contribution of BEA isin the comprehensiveness, coherence, comparability and timeliness of
the statistics. All of these are well illustrated by the statistic for Gross Domestic Product (GDP),
itself apart of the NIPA. In all the Census publications you will howhere find a number so
comprehensive, one that represents the whole economy so well as does the GDP.

The GDP, however, should be the same whether we calculate it from the products produced and
sold to final demand as the sum of

+ Personal consumption

+ Gross private domestic investment

+ Exports

- Imports

+ Government purchases of goods and services

= Gross domestic product
or asthe sum

+ Labor income

+ Capital income

+ Indirect taxes

= Gross domestic product.
Notice that the sources of data used to calculate GDP in these two ways are totally different.
Conceptually, the result should be the same, but when the calculations are first done, it is hardly
surprising to find alarge difference between the two results. By insisting upon coherence,
however, BEA is able to refine the data and achieve a better measure than could be obtained from
one source alone.

Comparing the results of, say, the 1987 and the 1992 Census of Manufactures is difficult for al
the statistics expressed in dollar terms because inflation has changed the meaning of adollar's
worth of output. BEA deals with this comparability problem by providing many seriesin the
NIPA in both current and constant price. Finally, BEA is able to produce an estimate of the GDP
and some one thousand other series that are part of the quarterly NIPA for a quarter within a
month after the end of that quarter. Thus, the NIPA for the fourth quarter of 1997 appeared just
before the end of January, 1998. Thistimelinessisamajor factor in the importance of the GDP
measure in our nationa culture. Of course, these early estimates are revised as more and more
data become available. The fina estimates for 1997 cannot be made until the 1997 economic
censuses are available and BEA has had time to work over them carefully. In practice, that is
likely to mean sometime in 2001. Until then, all the NIPA series since 1992 are subject to
revision. Inthe meantime, however, BEA’s current estimates provide a genera indication of how
the economy is doing.



BEA1l. What wasthe GDP inthe MRY? How much of this GDP went for nationa
defense?

BEA2. What wasthe rate of growth of GDP in the MRY in current prices? In constant
prices?

BEA3. What was the Gross State Product (GSP) of Maryland in the MRY? Maryland is,
of course, asmall state. How many states had alarger GSP? How many states had
more GSP originating in Manufacturing?

BEA4. What were Personal income, Persona tax and nontax payments, and Personal
savingsinthe MRY ? (Nontax payments are payments to governments that are not
taxes, e.g. fines or admissions to parks.)

BEAS. What were U.S. Direct investment abroad and foreign Direct investment in the
United States in the MRY ?

The Federal Reserve

The Federal Reserve System is the nation’s central bank. Most of its functions are facilitating
banking operations, regulating banks, and managing the creation of money. (The actua printing
and coining of currency isa Treasury function.) Incidental to these functions, however, the Fed is
the source of gtatistics on interest rates, foreign exchange rates, various measures of the quantity
of money, the condition of banks, and consumer credit. It also prepares a set of accounts known
as the Flow of Funds which is a sort of sister to the NIPA. Where the NIPA simply shows
Personal saving or Business saving, the Flow of Funds accounts show what sorts of financial
instruments these savings went into. Surprisingly perhaps, the Fed is a so the source of the
monthly Indexes of Industrial Production and Capacity. These indexes were developed because
the Fed felt the need, in order to manage monetary policy effectively, to know what was
happening to real output in the economy on a monthly basis.

The Fed' s data enable you to answer these questions:

Fedl. Theinterest rate a which banks lend to one another to meet their reserve
requirements at the Federal Reserve is known as the Federal Fundsrate. Since
most of thislending isfor lessthan 24 hours, this rate is the most sensitive
indicator of current credit conditions. What were its high and low pointsin the
data available to you? What wasitsvalue in the MRY ?

Fed2. Between 1980 and 1993, the most dynamic element component of the M1 money
supply was the “Other checkable deposits’. What exactly are these deposits?
What has happened to them since 1993?



Fed3. When individuals save, they must put the saving into some form — a bank
account or currency, a stock or bond, a new car, a new house, or something else.
According to the Flow of Funds accounts, what were the principal forms chosen in
the MRY?

Fed4. Between 1987 and the MRY, which two-digit manufacturing industry had the
greatest growth in industrial production? How much was it? Which had the least?
How much wasit?

Thelnternal Revenue Service
Incidental to its collections of taxes, the IRS publishes a series volumes known as Statistics of
Income, with separate volumes for individuals, partnerships, and corporations. From the

individual volume you can find out:

IRSL. What was the average tax rate on reportsin the $75,000 - 100,000 range in the
MRY?

U.S. National Center for Health Statistics

This center publishes Vital Satistics of the United States. “Vital statistics” means statistics about
“life” (vitain Latin). More specifically, they are statistics about births and deaths, but are usually
extended to marriages, pregnancies, and causes of death, and disease in general. The center also
publishes statistics on health care resources and hedlth care practices. Hereisjust one sample of

what you can learn from its publications:

CHS1. What percentage of Americans eat breakfast? What percentage are more than 20
percent overweight?

U.S. Energy Information Administration

The EIA, part of the Department of Energy, organizes data on energy production and use.
EIA1  What has happened to energy consumption per dollar of GDP since 19707

Others

You will find in the Statistical Abstract yet other statistics for individual subjects. The

Environmental Protection Agency has a number of statistical publications on the areas it

monitors. The Department of Agriculture produces an annua volume, Agricultural Statistics,

and many current releases related to agriculture. The U.S. National Center for Education
Statistics publishes the Digest of Education Satistics. Virtually every federa department (except
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State) has at least one statistical publication. Even the Federal Bureau of Investigation publishes
an annual volume, Crime in the United Sates.

But to get the full story, ...

Asyou have by now realized, the Statistical Abstract isyour guide to this wedlth of information.
On the other hand, it actually contains only atiny fraction of the datawhich isavailablein the
primary sources. Moreover, it is always a bit out-of-date. Many of the series are monthly or at
least quarterly. To get the current data or the full detail, you must turn to the original source.
These are indicated in the footnotes. Unfortunately, you will then no longer find the
standardization and ease of use that the Statistical Abstract offers.

Using the Statistical Abstract of the United Statesin BSOS computer laboratory

The laboratory islocated on the lowest flow of Lefrak. The simplest entrance is from the south,
opposite the dinning hall. Enter and go straight ahead, jumping over the wall (or going around it,
if you must), passing through the double doors, and continuing to the end of the hall. Turn left
and go to the third room on the left, known locally as Room 3. Thisiswhere our classes will be,
but the programs work from any room. Sit down at any machine. The screen should be showing
two sguares. Click on the one labeled “ Students’. A login window appears. Click in the “ Class
account” check box, and give the namefield as “econ321"; tap the ' Tab' key. Thenfill in the
password “stat” and tap ‘ Enter’. (Y ou can compute with the class account; later you may want to
print. To do so, you must register for your own account and make a deposit. Y ou will be
charged 10 cents per page printed. After you have your own account, you will want to routinely
log inusing it. Your account is not charged for computing, only for printing.) Oncelogged in,
you will get the BSOS main menu; click on “Viewers’ and then on “ Acrobat with Search”. The
Adobe Acrobat reader will start. Click on “File” on the main menu and then on “Open”. An
“Open diadlog” window opens. Fill in the file name as:

g:\g\saus\welcome
and tap enter. Y ou will follow this procedure to this point (with the change to your own account
and password) every time you start work with the Statistical Abstract.

Now let us suppose that you want to know what you can learn about banks and banking from the
Satistical Abstract. There are two different ways to search.

Way 1. Viathe Table of Contents. Click on the square on the left labeled “ Contents and Index”
The table of contents appears. Find the most likely chapter, and click on the blue text of
the chapter title. That chapter will open in your viewer. Y ou can use the scroll bar at the
right to scroll through the chapter. Y ou can also click on the binoculars (without the
sheet of paper behind it) to search for a particular word or phrase. The search islimited to
the current chapter.

Way 2. Viaindexed search. Click on the fourth button from the right on the “ speed bar.” 1t looks
like asmall pair of binocularsin front of adog-eared sheet of paper. In the window
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which appears, check the “Word-stemming” box if it is not aready checked, fill in “banks”
as the search target, and then click “Search”. (If the “Search” button is greyed, that is,
disabled, then click on the “Indexes’ button and click in the box next to the listed index,
so that an x appears in this box. Then click OK. When you return, the “ Search” button
should be enabled.) You will get alist of al tables that contain the words “bank”,
“banks’, “bankers’ or “banking”. (Without the check in the Word-stemming box, you
would get only “banks’.) Y ou can use the arrow keys or the mouse to select the table you
would like to look at. When the table name is highlighted, tap ‘ Enter’ or double-click on
the table name. When the table comes up in the viewer, al the occurrences of the search
words will be highlighted. To get back to the list of tables with “hits’ on the search, click
on the third speed button from the right, the one that looks like a pie-chart with a dog-
eared sheet behind it. On the search dialog box, there is al'so a Thesaurus box. Check it
and search for “entertainment”; you will find that you a so find appearances of
“amusements’ and “recreation.” On the other hand, when | looked for “pigs’, | did not
find “hogs,” so the Thesaurus seems to be less than perfect. This engine also alows the
use of “and” and “or” aslogica operators. If you search for “cities and prices’, you will
get only tables in which both words appear. If you search for “pigs or hogs’, you will get
all tablesin which either word appears.

Each of these ways of looking has its advantages. The first is best if you want to see what is
availablein ageneral area, because you can browse around from one table to another within a
chapter easily. The second is best if you want to search the whole book. Between the two, you
should be able to find answers easily to al the questions.

Please write your answers on a sheet of paper with the question numbers. At the bottom, please

write and sign the statement: “Though | may have had help in learning the software, these answers
represent my own work; and | could now find them without assistance.”
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Chapter 2
Working with Statistics

In the first chapter, we were just finding information from the Statistical Abstract. Y ou will
usually want to statistics not as just an isolated number but in combination with others. For
example, we looked at Gross State Product of the different states, but it might be much more
meaningful to ask about Gross State Product per square mile. Y ou will often want to show data
graphically so that it can be easily grasped and remembered. In this chapter, therefore, we proceed
to look at ways of presenting statistics and combining information from different tables. Our tool
for doing so will be Lotus 1-2-3.  The route into the datain aformat in which we can work with
itisto click on “ Spreadsheet” link which appearsin blue at the bottom of each table. Doing so
takes usinto 1-2-3 with a worksheet showing the data in the printed table and, in most cases
much more related information. 1n many cases, the printed table shows data for selected years
while the worksheet sheet showsit for all years available to the makers of the Satistical Abstract.
In some cases, additional series are shown. In afew, more recent datathat arrived after the book
went to press are given.

Graphing data

Let us begin by drawing a graph of the recent history of some interest rates. Look for “Money
Market Interest Rates’. That should bring you to afamiliar table in which the Federal funds rate
isthetop line. Now click on the blue Spreadsheet link. Do not be alarmed if you are told that
you have read access only. Y ou would not want write access, because you might then mess up
the file for others. Y ou can save your work to the C drive of the machine you are using or to a
diskette in the A drive by using the File | Save as command.

(If you do not have 1-2-3, you can substitute Quattro Pro or Excel. They have roughly the same
features as 1-2-3, but | will explain the commands only for 1-2-3. To make one of these other
spreadsheet programs start when you click the “ Spreadsheet” link, you must associate that
application with files having the .wk1 extension. First note the full path name of the application
you want to start. Then start Windows Help by clicking on the “ Start” button in the lower left
corner of the screen, then pick “Help”, then look in the Index for “file types’ and then read “To
create or modify afile type.” You want to make a“file type” consisting of files with the extension
.wk1, and you want your spreadsheet program to perform the “open” action when one of these
filesis selected. | have never actualy done this, so let me know how you fare)

We want to make a graph with three rates, the Federal funds rate, the Prime rate (the rate at
which banks lend to their “best” customers), and the Mortgage rate for conventional mortgages
on new homes. If you are new to spreadsheets, a few words of explanation are in order. 'Y ou will
notice that the screen is divided into cells, and that across the top you find the letters A, B, C,
etc., while down the left side you see the numbers 1, 2, 3, etc.. A cell is designated by these two
coordinates. Thus the cell in the upper left isAl, the cell toitsright isB1, and cell below Al is
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A2. A range isagroup of contiguous cells. Thus, we find the Federal funds rate in the range
B12..T12, while the Prime rate is B15..T15, and the Mortgage rateisin B45..T45. (These were
where they were for the 1996 book; if you are using a more recent year, the ranges will probably
have extended through Column U, or V, or further, and the rows may have changed dightly.)
What is the range which contains the dates?

To draw agraph, you first click Tools on the main menu and then click Chart. You get alittle
box that invites you to enter a data range to be charted. Enter the range for the Federal funds rate
and then click OK. Your cursor has turned into something that looks alittle like agraph. Put it
where you would like for the graph to appear — the top left is a good place in this case — and
click. A graph appears. It has, however, only one series, no dates, and a poor title. Y ou will
notice that it has little black squaresin the corners. These are called “handles,” and you can use
them to push and pull the graph to the size you want. If you click on the spreadsheet behind the
graph, the handles go away and you are just back in the spreadsheet mode. Click on the graph,
and the handles re-appear. With the handles showing, you will notice that the main menu has a
“Chart” item. Click on it and you will find what you need to add more data ranges, titles, and so
on. The best way to learn what to do isjust to play, trying thisand that. A click of the left mouse
button selects a part of the graph, even an individual series. A click of the right mouse button
then brings up a box which alows you to set its properties. After afew minutes, | had the graph
below.

Exercise 2.1. Seeif you can more or less recreate this graph. Save the worksheet which you
create; you will need it for the exercises of the next chapter.

Interest Rates

Federal funds, Prime, and Home Mortgage

20

15 Q /A\o\

10 A M- ° B el

percent per year
:&
<
<
<>
4
fod
<
(4

Federal Funds & Prime —A- Home Mortgage
0 1 1 1 1 1 1

1970 1975 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995

Mortgage is for new homes, conventional mortgage

14




Exercise 2.2: Draw some other time series graph from data you have discovered in the Satistical
Abstract. Add acomment on what you see interesting in your graph.

Bringing the graph into a document

As soon as you have your graph in 1-2-3, you will want to bring it into a word processing
program. Start the word processor. (If you think you might need my help, use WordPerfect.)
Thenin 1-2-3 use File | Save asto save your fileto alocal drive, for example, your C Drive.
Then click on the graph in an outer corner so that the handles appear around the whole graph.
Then hold down Ctrl and tap C. This copies your graph to the Windows clipboard. Then go to
the word processor, click where you want the graph, and the do Ctrl-V. In asecond or so, you
should see the graph appear in the document. Y ou can till use the handles to stretch the chart if
you like. If you have agreat deal of data and you want to import only the graph, it may reduce
the size of your document to use Edit | Paste special and paste asa*“ picture.”

Combining data from several spreadsheets

Now let us combine data from two tables. A good exampleis calculation of velocities of various
components of the money supply. The velocity isthe ratio of GDP in current prices to particular
types of money. We will use just two types, M1 and the components of M2 not in M1. (What
actually isin these two components.) Find the money supply table; you can do an indexed search
on“M1and M2". Go to the spreadsheet. You will seethat the data beginsin 1970. Select the
range that contains the dates and M1. (I find that the easiest way to “select” is with the keyboard.
Put the cursor in the upper left corner of the range to be selected, hold down ‘ Shift” and run the
cursor with the arrow keys to the right and down so that the selected cells reverse colors.) Copy
to the clipboard with Ctrl C.

Now open a new worksheet by clicking File | New . Put the cursor in the upper left corner and do
Ctrl-V, and your data appears in the new worksheet. (The word ITEM should appear in cell Al)
Let’s cal this new worksheet the “ computation worksheet.” Click on Window in the main menu,
go back to the other worksheet, select the “M2 components not in M1” and bring that data over
into the computation worksheet in the line below the M1 data, namely line 5. Now click on
Acrobat Reader in the bar at the bottom of the screen, and go find the series for GDP. The best
seriesisin Table 685, where you find it back to 1960. We can use it back only to 1970, because
that is where our money supply data began. Select the GDP datafor 1970 to the MRY,, copy it to
the clipboard (Ctrl C), click on Window in the main menu, go to the computation worksheet, and
copy the clipboard into the line below the two monetary components, namely, line 6.

We now have data from two tables combined into one in the computation worksheset. The next
step isto compute the ratios of GDP to the two money supplies. Put the cursor in cell B8 and
enter +B$6/B4 ; you should be dividing M1 by GDP.. The number 4.83022 should appear. Now
copy this cell to the clipboard, select the rectangle in which it is the upper left corner and
extending two linesin depth and out to the MRY to the right. Then copy the clipboard (Ctrl V)
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into thisarea. The cell references will magically change so that we get the velocity of the two
typesin al theyears. The $in front of the 6 in +B$6/B4 kept the 6 from changing to 7 in the

lower line.

At this point you could chart the two series; but since they are of rather different magnitudes, the

chart will be clearer if you first convert them to both be 100 in, say 1980. Put the converted

seriesinto two lines below the two lines of the velocities themselves. (Y ou will need to use the
device of the $in front of the column Ietter of the 1980 column to prevent it from changing in the
various cells.) Then graph thetwo lines. My result is shown below. Y ou may have more recent

data.
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Exercise 2.3. Produce a similar graph. (Save the spreadsheet; you will need it for Chapter 3.)

Thisgraph is, by the way, the despair of monetary economists and the Federal Reserve. Note that

the M1 velocity was steadily rising up to 1981, so that it could not be used as an indicator of

monetary tightness. M2, on the other hand, was giving useful indications. From 1983 to 1990,
M1 is the more sensitive indicator but the genera movement of the two isthe same. After 1991,
however, the two gave strongly conflicting indications. M2 said that money was cruelly tight; M1

16




said that it was almost irresponsibly easy. Which do you think was correct more nearly correct?
(Look back at the interest graph.) What should the Fed be looking at in setting monetary policy?
Unfortunately, there seems to be no longer an answer that can be given with confidence.

Exercise 2.4: The interest rates which you graphed in Exercise 1 are nomina and are strongly
influenced by inflation. The real interest rate which someone making aloan at those rates
would have received is the nomina rate minus the rate of inflation. Graph the nomina and
real Federal Funds rate as well as the rate of inflation over the same period asin Exercise
1. (That isthree seriesin one graph.) For the inflation rate, use the percentage change in
the Consumer Price Index for urban households (CPI-U). (Look for Consumer Price
Indexes. You will find atable with the rates of change already computed, but the years
run down the page instead of across. To compute the redl rates, you will need to
transpose the range containing the information. The necessary 1-2-3 is Range |
Transpose; but before trying to do it, you should perhaps read 1-2-3 Help on the subject.
Searchitsindex for “Transpose’.) Were the years of high nominal rates also the years of
the high real rates? How would you describe the effect of inflation on interest rates?

(Save the spreadsheet; you will need it for the next chapter.)

Exercise 2.5. Produce a different table or graph with data from two different tables. If you think
of nothing better, you can compute Gross State Product per square mile. Y ou can
experiment with making a map that shows your data. Comment on what you find.

Needless to say, you can also make pie charts. Here is one showing shares of the consumer’s
budget in 1994. The table in the Statistical Abstract had far too many data series for a pie chart.
So | copied it to a new worksheet, cut out the columns except the names and 1994, then selected
the detailed sectionsthat | did not want and tapped the ' Delete’ key. That left atable with many
blank lines. | then selected the whole area with data, the did Range | Sort, and did a descending
order sort on the column with data. Then | selected the are with data (how much smaller),
Clicked on Tools | Chart, then changed the type to 3D-Pie, and filled in atitle. Hereisthe result.
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Exercise 2.6: Make a pie chart with data of your own choosing. Be sure to comment about what

you see.
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Chapter 3

Statistics from the I nter net

Many statistics are now available from the Internet. These sources are more up-to-date than the
Satistical Abstract and often more complete. They lack, however, the good indexing and
uniformity of presentation that makes the Abstract such a good starting place. Once you are
acquainted with the broad outlines of available data, however, you can brave the chaotic
presentation of Federal statistics on the Internet. Fortunately, there is aweb site that provides
some degree of indexing of federal data. It, however, only provides links to sites maintained by
individual agencies. Among them, there is no uniformity. One might suppose that federal
agencies al answerable in some way to the Office of Management and Budget could agree on the
format for presenting, say, amonthly statistical series. But such is by no means the case, asyou
will notice. For our purposes, however, that will not be amagjor problem. Moreover, the Internet
sites are continually changing. What you find may not be exactly what | found, so if the
instructions here prove erroneous, use your own ingenuity to find and use the data.

Our task in this chapter is simply to update the interest rate and vel ocity graphs from the previous
chapter. We will need to get the data subsequent to that we aready have for:

Consumer price index, percent change
Federal funds rate

Prime rate

Mortgage rate

GDP

M1
M2 (from which you compute M2-M1)

These are listed in approximate order of difficulty of getting from the net.
After starting as usual, from the BSOS main menu select “Info and Internet Access’. Then start
“Netscape Communicator 4.02". We begin from the “central” federal site. In the“Location” of
Netscape, put

http://www.fedstats.gov
and then tap ‘Enter’. Thisisthe one Internet address you should memorize for accessto federa
datistics. Knowing it will save you lots of time — and spare you lots of advertisements — on

the Internet search engines. (The corresponding address for international datais dsbb.imf.org .
Have aquick look at it.) When Fedstats starts, pick “A to Z” which opens an alphabetical list of
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topics. Find Consumer Price Indexes and click on the link. Note where you are at this point, that
is, what Internet address is showing in the Location box. Does it make sense in terms of what
you know about the producer of the Consumer Price Indexes? Thefirst item on the list offered
you, the CPl Summary, has a table of percent changes over each calendar year, just what you
want. Note them down, or if you have the worksheet with your graph open, enter them directly
into the worksheet.

Now to get the Interest Rate data. Use the “Back” button to back up to A to Z on Fedstats, find
Interest rates, and follow the link. Y ou will be taken to www.bog.frb.fed.us. (Bog is presumably
for Board of Governors, and frb is— somewhat redundantly, for Federal Reserve Board) The
releases listed on this page are for just very recent data. Follow the link, near the top of the page,
to “Historica Datd’. There you find that you are on another index page. Locate the series you
want and follow the link to “annual data.” There you will find the interest rates to update your
graph. Move them into your worksheet.

Now for GDP. Click on Back until you get back to the A to Z page again. Go after GDP. The
first link will take you to a press release with only quarterly data. Y ou need annual datafor 1996
and 1997. Note the message:
Linksto other pages on

our web site are shown at

the bottom of this page.
Follow that link and select “NIPA data’. On the page where that puts you, you will need the link
opposite the “More comprehensive data’ heading. (Y ou can use either the HTML or the PDF
format; the HTML works faster.) When you land there, have agood look around. You are
looking at the officia version of the National Accounts of the United States. All other
presentations are derivative. Y ou should have no difficulty finding GDP for the years you need.

To update the money supply variables, use the Back button to get back to “A to Z”, find Money
stock, follow the link, and then on Fed' s page take the link to Historical data. Y ou will find M1
and M2 monthly, but, alas, not the annual data you need. | do not think it is on the Intenet. You
need to get the datainto a spread sheet so that you can sum up and average the monthly data for
the last two years. Select the data you want — you may aswell select it all so that you get the
headings — and copy it to the clipboard with Ctrl C. Copying it directly into 1-2-3 or Excel does
not work; al the data goesinto the first column. Instead, you haveto copy it asaplain text file to
your computer and then import it into the spreadsheet. In Netscape, on “File | Save as’ of the
main menu, savethefile, say, to your diskette in the A drive. Start 1-2-3 if you have not aready
done so and get a clean worksheet; you can do so by “File| New”. Then do “File | Open”, select
the file you have just copied to your machine, and tap enter. On the screen that then opens, select
“Automatically parse based on file layout”. The file will then be correctly imported. Usethe
@sum() function to sum up the 12 months of the years you need -- and divide by 12 -- to get the
annual datayou need. Copy the results to the clipboard and move them over to the worksheet
with the graphs.
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You are now in a position to extend the ranges of the graphs for another two years. Looking at
the velocities, has money been tight or easy? What has happened to real interest rates? Does the
story these two graphs tell fit with what you would have expected from economic theory? Why
or why not?
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Chapter 4
Introduction to the Public Use Microdata Sample
Turning to the sour ce

So far in this course, we have been looking at statistics which had been much processed before we
got them. We now want to turn to looking at data closer to the source, closer to the primary
collection. We cannot actually gather any significant volume of data ourselves, but we can do the
next best thing. We can look at that data as gathered by the U.S. Census Bureau from individual
households and made available as a Public Use Microdata Sample (PUMS) on CD ROM.

In connection with the decennial census of population, the Census also gives to a sample of
households a “long form™ questionnaire which asks about the age, sex, education, language, work,
journey to work, earnings, and income of each person in the household and about a number of
characteristics of the house, including its estimated value. As originaly collected, these data
contain the name of the person and address of the house. In the PUMS data, all such identifying
information has been removed to protect the respondent. Only the state, a broad area within the
dtate, and afew characterigtics of the neighborhood — rural, suburb, central city — remain.

From the returns of the long forms, the Census makes up what isintended to be a 1% sample.

The quality of the data has proven sufficiently good that Census also feels able to release a 5%
sample. The 1% sample, however, provides vastly more data than we need to illustrate the
elementary conceptsin this course, and we will stick with it. Since one of our concernsisto
study what can be said on the basis of a sample of data, we will, in fact, draw 20 subsamples from
the Census 1% sample, each of them being 1/1000 of the 1% sample and having roughly 2,500
persons. You may very well be the only student working with your sample, so your work is
important to the class effort to see how much answers differ because of differencesin the sample.

To keep the worksheets you will be using to manageable proportions, | have selected about thirty
items of information for each person in our subsamples and have written these samples as text
files with the names of sample0.dat, ..., samplel9.dat. Y ou will find them in the G\G\PUMS
directory. You can copy your sampleto adiskette and take it home. Itisatext file that any
spreadsheet program should be ableto read. Instructions here, however, are for 1-2-3. Once
you get it into the program, you will see short titles of columns across thetop. These are derived
from the full titles shown in the appendix of this chapter, which also appear asthe file codes.txt in
the above-mentioned directory.

One of the main problemsin using primary datais what to do about missing data, the questions
the respondent did not answer. Census has to some extent solved this problem for usin PUMS.
If a question was unanswered, an answer has been “alocated” to it on the basis of answersto the
same question in the responses of similar families. In the PUMS data as it reaches us on the CD
ROM from the Census, these dlocations are al flagged so that the user can decide what to do
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about them. For our purposes, however, we can certainly accept the Census alocations, so | have
omitted the alocation flag fields.

Asyou canimagine, it is easier to get responses to long forms from some types of families than
from others. Well-educated, English-speaking families are more likely to respond than poorly
educated families with limited knowledge of English. Thus, when Census does get a response
from afamily with low probability of response, it should be given a higher weight than a response
from afamily with ahigh probability of response. The weights which Census believes are
appropriate for each person and each household are indicated in PUMS. | have included these
weights in the samples, but using them would complicate our computations. Since we are aiming
to illustrate concepts, we will ignore the complications these weights would add. If you were
interested in obtaining the most representative results possible, you should use them.

A look ahead

When you get your sample and bring it into the spread sheet program, look it over. What can you
see? The answer is apt to be something like, “Thousands of details and nothing in general.” That
isagood beginning, for much of statisticsis devoted to how to say something meaningful,
memorable, and useful on the basis of a mass of information which, initsinitial state, numbs the
mind by its quantity. In the next chapter, the fifth, we will study ways to describe asingle
variable such asincome. We will see ways to describe the variable by its distribution function, its
frequency function, or its Lorentz curve. We will go on to look at measures of central tendency
such as the mean, mode, and median of the variable. We will aso develop ameasure — called the
standard deviation — of the dispersion of the variable. We will look at these measures not only
for specific samples but also for certain mathematical distributions, including the norma curve
that plays aremarkable role in statistics.

These measures, as you can readily imagine, will turn out to be different for different samples.
That fact difference rai ses the important question What can we say about the whole population on
the basis of asample? Making valid statements about the population on the basis of asampleis
called statistical inference and will occupy usin Chapter 6.

In chapter 7, we will look at waysto find what relation exists between one variable and a number
of explanatory variables working together. The method used is called, for historical reasons,
regression analysis. We will explore a number of “tricks of the trade” in regression, including
dummy variables, proxy variables, and logarithmic transformation of variables.

The measures which express the relations found by regression are different for each sample, so
the population values are subjects for statistical inference. In chapter 8, we will look at how that
may be done, but we must stress that the results here must be much more qualified than in the
case of the mean.
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In the last section of the course, we will return in chapter 9 to look at some of the systems of
datistics, in particular at the National Accounts, the Consumer Price Index, and money supply
datistics. Each of these has important conceptual matters that must be explored. In my view,
working out of these conceptsis every bit as much a part of economic statistics asisthe
regression and sampling theory developed in the earlier chapters.

Finally, in chapter 10, we apply regression analysis to the time-series statistics studied in chapter 9
to look for macroeconomic relations. In particular, we will explore the determinants of

investment in equipment, and you will have the adventure of finding arole for interest rates
among those determinants. Equations such as you estimate in this chapter can be combined to
produce a comprehensive macroeconomic model of the economy. That step, however, is beyond
the scope of this book; it is treated in detail in my Craft of Economic Modeling.

Thus, you will have experienced by the end of this course the four magjor aspects of the use of
datistics to study the economy:
Finding data
Description and analysis of microdata, often called cross-section analysis
Principles of construction macroeconomic data
Analysis of the relations to be found in the time-series of macroeconomic data.
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Chapter 5
Statistics of a Single Variable
Distribution and density functions

Bring your sample into your spreadsheet. In 1-2-3, you do File | Open, give the name of you
samplefile (e.g. sample0.dat) and tell the program that the fileis ASCII text. You should get a
worksheet with names, one per column, across the top. | had some trouble getting these names to
comein correctly; please be sure that there is one per column. (You can cut and paste if

necessary.)

Now take agood look at the data. What do you see? Probably all you can say is something like,
“| can't seethe forest for the trees,” or “Too much datato see anything!” Good. Much of
dtatisticsis about how to find something meaningful in such a mass of data. In this Chapter, we
will work on the description of asingle variable; in later chapters, we turn to relations among
variables.

The variable that | want to work with isincome per capita within households. For example, a
four-person household with a combined income of $40,000 would be said to have a per capita
income within the household of $10,000. This income would seem a better measure of the
welfare of a person than either total family income (without regard to how many mouths there are
to feed or feet to clad) or than the income of the person (which may be zero for children or the
spouse providing child care in the home). This measure does not appear as such in the PUMS
data, but at the far right of the spreadshest is a column for household income and afew columns
to the left appears the number of people in the household. Divide one of these columns by the
other. Check over the column of results to be sure it contains no error messages, which appear as
ERR instead of the numeric result. My first sample had afew such errors due, | believe, to a
problem in making the PUMS CD. | simply removed the offending observations from the sample.
Y ou may aso notice a number of 0'sin the results. Apparently, no household income was
reported for institutionalized individuas or others living in group housing -- such as afraternity
house. Where such individuals had income and were reported as living in households of size 1, |
put down the individual's income as the household income.

The next step is to move the column of data over to another worksheet where you can work on it
without danger of messing up the basic data. Select the range of cells with the data on per capita
income and copy it to the clipboard with Ctrl C. (To select the range, you may find it useful to
know that you can put the cell cursor on the top entry in the column, hold down Shift, tap End
and then |, and the cursor will move to the cell before the first blank cell, which will bein effect
the end of the range to be selected.) Then use File | New to open a blank worksheet. Put the cell
cursor in cell A3 (to leave room for atitle in the top two lines) and do Edit | Special paste. On
the form which then appears, check “Copy formulas as values,” and click OK.
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Now let us find out how income was distributed over the population. Type the first column (the
one labeled “Bracket”) of the table below into Column F of your worksheet. (I have plans for
Columns B-E.) This column shows brackets for making up the income distribution. Now choose
Range | Analyze | Distribution from the main menu. A form appears asking for the data range and
the bin range. The bin range is the range where the brackets appear; the datarangeisthe rangein
column A wherethe datais. Fill them in and click OK. In the column to the right of the bin
range, the counts of the number of individualsin each bracket appear. How similar isyour result
to mine shown in the table below?

Bracket Count Permil  Distribution Delta X Density
-3000 0 Function Function
-1 4
0 23 0.0 0.0
2000 135 56.9 56.9 2000 0.02843
4000 206 86.8 143.6 2000 0.04339
6000 282 118.8 262.4 2000 0.05939
8000 273 115.0 377.4 2000 0.05750
10000 252 106.1 483.6 2000 0.05307
12000 231 97.3 580.9 2000 0.04865
14000 180 75.8 656.7 2000 0.03791
16000 142 59.8 716.5 2000 0.02991
18000 134 56.4 773.0 2000 0.02822
20000 96 40.4 813.4 2000 0.02022
25000 148 62.3 875.7 5000 0.01247
30000 104 43.8 919.5 5000 0.00876
35000 61 25.7 945.2 5000 0.00514
40000 36 15.2 960.4 5000 0.00303
50000 48 20.2 980.6 10000 0.00202
60000 19 8.0 988.6 10000 0.00080
70000 16 6.7 995.4 10000 0.00067
80000 3 1.3 996.6 10000 0.00013
90000 3 1.3 997.9 10000 0.00013
100000 1 0.4 998.3 10000 0.00004
125000 3 1.3 999.6 25000 0.00005
200000 1 0.4 1000.0 75000 0.00001
0

One reads the counts as the number of people with income above the next lower bracket entry but
less than or equal to thisone. Thus, the table shows 135 people with income above 0 but less
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than or equal 2000. The absolute number of people in each cell depends, of course, on the sample
size. Itiseasier to get comparable number by dividing each cell of the Counts column by the total
number of persons and multiplying by 1000. This result appearsin the Permil column. (Permil is

like percent, but is per thousand instead of per hundred.) The next column, labeled Distribution
Function is the cumulation of the Permil column. That is, it starts at zero and with each bracket
adds the Permil entry for that bracket to the previous entry in the Distribution Function column.

The distribution function is shown in the first graph below.
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Thereis ill aproblem in comparing the cells of the permil column, and therefore in graphing it,
because some cells are broader than others, that is, they cover a broader range of income. The
column labeled Delta X shows the range of income in each bracket, and the column labeled
Density function shows the results of dividing the Permil column by the Delta X column. Just as
we speak of the number of people per square mile as the density of the population, so this density
is the permil of the population per dollar of the range of incomes, or, to put it in other words, itis
the fraction of the population per $1000 of the income range. Its graph is shown in the second
figure above. These two functions, distribution and density, show essentialy the same
information in two different ways. They play a central rolein the theory of statistics, as we shall
s00N see.

Before turning to that theory, however, we should show athird way of presenting the information
which is particularly revealing when applied to income. Thisisthe Lorenz curve shown below.
For any x between 0 and 1, it shows the fraction of total income received by peoplein the lowest
x* 100 percent of the population. For x = .25, for example, it shows the fraction of income
received by the quarter of the population with lowest income. If everyone had the same income,
the Lorenz curve would be the diagonal line. One commonly used measure of income inequality
isthe Gini coefficient, which isthe ratio of the area between the diagonal and the Lorenz curveto
the whole area under the diagonal. It is zero for a perfectly equal distribution and 1 for the most
unegual distribution possible.
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To make the Lorenz curve, you arrange the incomes in column A of your worksheet in increasing
order. (Select the range, do Range | Sort, give A4 as the item to be sorted on, and click OK to do
the sort.) Next, cumulate column A in column B. Then put into column C column B divided by
itslast cell. Into Column D, put theintegers 0, 1, 2, 3, etc. (Put 0 in thefirst cell, then put in next
the formulato add 1 to the cell above; then copy that formulainto the entire range.) Then in
column E, divide column D by its bottom element. Finally, make an XY chart with column C as
the Y range and column E asthe X range. Draw the diagonal by adding a second Y range as
column E.

Exercise 5.1. Construct the distribution and density functions for per capitaincome within
families for your sample. Draw them.

Exercise 5.2. Construct the Lorenz curve for your sample.

So far we have just used the distribution function and the frequency density function to describe
the datain our sample. It is, however, but a short step to imagine that there are such functions for
the whole population. In doing so, we move from the concrete to the concept, from numbers to
theory. We shall call the theoretical distribution function F(x) and the theoretical density function
f(x). Thereis, however, adight difference. Our distribution function rose from O to 1000, asis
convenient for showing in atable. By convention, F(x) rises from 0 to 1.000, so it is our function
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divided by 1000. For plotting our function, we did not need to bother about mathematical
properties like whether the function was continuous and differentiable. For F(x) and f(x),
however, we shall assume that they are both continuous and that at least F(x) is differentiable.
Indeed, we defined f(x) by

f(x) = (F(x + Ax) - F(x))/Ax

and if we now take the limit as Ax goes to 0, we see that f(x) is simply the derivative of F(x), or,
in symbols, f(x) = F'(x). We shal do more with these functions in the next section.

Measures of central tendency: means, medians, and modes

While the graph of a distribution or frequency function conveys much more information than can
be summarized in a single number, it is natural to want to have some single number to indicate a
typical value, some sort of “middle” of the distribution. There are three candidates commonly
used: the mean, the median, and the mode.

The mean isthe arithmetical average. For the sample of incomes, one just sums up al the
incomes and divides by the number of people. For the sample used here, the sum of the incomes
was $32,260,468 for 2374 people with non-zero income, giving a mean income of $13,589.

The median is the income of the person in the middle of the Lorenz curve, the one with as many
people above as below. With our sample, it came out at an even $8,800.

The mode is the income for which the density function is the highest, the “fashionable” income, so
to speak. When working with actual data, we only have the density function for intervals. From
the table above or the graph we can see that modal interval is $4,000 to $6,000. The density for
the $6,000 to $8,000 interval, howerer, is almost as high while that of the $2,000 to $4,000
interval iswell below, so it would appear that the mode is close to $6,000.

These rather large differencesin the three measures are the result of the strongly asymmetric
shape of the density function. Note, for example, that doubling the income of everyone in the
upper half of the distribution would have no effect on the mode and the median, but would have a
abig effect on the mean.

Not surprisingly, the mean is the most commonly used of these measures of central tendency, but
each of them hasits use.

The mean can be computed not only from the raw data but also from the distribution or frequency
functions. If we take many points, x;, along the x axis, bracket points if you will, and use the
definition

Ax. = x . -x

i i+1 i
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then the mean, m, is approximately

F(x,+Ax) - F(x)
mo Z Ax. %

so0 as we let the number of points go to infinity and the size of the intervals go to zero, we get
M= f f(x) xdx.

Example: The uniform density function. The simplest density functionisf(x) = 1forO<=x<=1
and f(x) = O for dl other x. The mean of the uniform distribution is

1
fxdx = 5x?[; = 5*1 - 540 = 5 .

0

Exercise 5.3. (a) Determine the constant ¢ which makes the following function a density function,
that is, such that itsintegral from minus infinity to plusinfinity is 1.0:

f(x) = c(x® - 6x% + 9x) for 0 < x < 3; f(x) = O for other x.

(b) What is the mean of this distribution? What is the mode?
A measure of dispersion: the standard deviation

The measures of the central tendency tell us something about where the middle of the distribution
is, but they tell us nothing about how spread out it is. We could invent several measures of
dispersion, but one is so much more used than all the others that we will rest content with it. Itis
known as the standard deviation, is usually denoted by o, and is defined as

o = ) (x - WAN .

In words, the standard deviation is the square root of the average of the squared deviations from
the mean. The square of the standard deviation is caled the variance. In terms of the theoretical
frequency function, it is

0% = f(x - WZf(x)dx .
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Exercise 5.4. Compute the standard deviation of income per capitawithin families for your
sample. Dot first by using no @function from your spreadsheet program except @sum()
and @sgrt(); that is, take the deviations from the mean, square them, sum them, and so on.
Next, look up “statistical @functions’ in the help files of your program. In 1-2-3, you will
find that @std() will take the standard deviation of a population, while @stds() estimates
the standard deviation of the population from asample. Use the former for the moment.

Exercise 5.5. Compute the variance and standard deviation of the uniform distribution.

Exercise 5.6. Compute the variance and standard deviation of the distribution studied in Exercise
5.3.

The fraction of the population (or sample) for which |x - ¢| > ko , which we shall call P(Jx - 1| >
ko )is always less than 1/k>. This remarkable result, known as the Chebyshev (or Tschebichieff)
inequality, holds for any distribution. It says, for example, that less than one quarter of the
population can be more than 2 standard deviations from the mean and less than one ninth can be
more than 3 0 from .. Thus, the standard deviation is a quite generally valid measure of how
spread out the distribution is.

The Chebyshev inequality is easy to demonstrate. Let R be the range of values of x for which |x -
M > ko and R' dl the other values. Then

0% = f(x ~ WH(x)dx + f(x - WHX)dx > kzosz(x)dx.

R R /

The first equality isjust the definition of 0% the second follows from the facts that

(@) inthefirst integral (x - W) > k* 0*for x in R, while (b) the second integral is certainly not
negative. Theintegral on the far right isjust P(|x - x| > ko ), so dividing both sides by k’0 gives
P(jx - | > ko ) < 1/k? which is the Chebyshev inequality. You will notice in the proof that the
inequality is quite likely satisfied with lots of room to spare.

Exercise 5.7. What fraction of the people in your sample had per capitaincomes within one
standard deviation of the mean? Within two? Within three?

Thenormal distribution

When one begins to cast about looking for simple mathematical functions that will be density
functions over awide range of x values, not alot functions rush to mind. The uniform density
function is clearly a pretty specia case that will not describe the distribution of many variables.
The polynomials, such as used in Exercise 3, have alimited use as density functions becauseit is
tricky to keep them from turning negative in the desired range; if the 6 in the function of Exercise
3 ischanged to 7, the function will turn negative inside the range of x from 0 to 3. The function
c/x for some constant ¢ and x >= 1 is not a candidate because itsintegral isinfinity and a density
function must have an integral of 1. The function c/x* has afinite integral for the same range of x
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S0 ¢ can be chosen to make it a density function, but the mean isinfinite. Similarly, the function
c/x® can be a density function and has a finite mean for this range of x but the standard deviation is
infinite. These functions are useful as brain-teasers but are of limited value for describing
economic phenomena. The function f(x) = ce’*! can be a density function and has finite mean
and variance, but its shape, with akink at x = 0, seems a bit odd.

It iswith asense of relief, therefore, that one comes upon the function

(x) = ce X7
The reason for the 2 isto give the function avariance of 1, aswe shall verify. From the
symmetry of the function around x = 0, we see that the mean is zero. Moreover, with the

o0

constant ¢ defined so that f f(x)dx = 1, we can useintegration by parts to calculate the variance:

o0 oo
o0

o’ = cfxze’xz’zdx = —cxe 2|+ cfe’xz’zdx = (-0 +0) +1 = 1.

—o0 —o0

Here we used the usual integration by parts formula
fudv = uv - del
with

.2
u =x and dv = xe *"2dx.

You can use I'Hopital'sruletoshow that  x e *72 - 0 as x — oo

Exercise 5.8. Use your spreadsheet program to compute and graph the normal curve. In column
A, put the numbers-5.0, -4.9, ..., +4.9, +5.0. (Put-5in A1, +Al1-.1in A2, and copy A2 to
A3..A102.) In column B put the values of exp(-x/2) for the values of x in column A. Sum them
up and divide by 10, the range of the values of X. Y ou should get something just a shade less than
2.506628, which is\/ﬁ to six decimal places, as you may readily verify with the @pi function in
your spreadsheet. Y ou total is ashade less because there is atiny area under the normal curve for
values of x larger than 5. In column C, put the values of column B divided by their total. Graph
this column C.

You may certainly take the result in Exercise 5.8 as strong evidence that the proper value of cin

the formulafor the normal curve isl/m. If, however, you are surprised to find 7t, which you
thought had to do with circles, jumping out to meet you in this context, you may be interested in
the mathematical evaluation of theintegral -- and if you are not interested, you may skip this
evaluation. It uses an unusual trick, namely, instead of evaluating the integral, we evaluate the
square of haf of it. Let the upper half of the integral we wish to evaluate be
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oo

2
| = fe x“I2gy,

0

Then

oo oo o0 o

12 = fe’xz’zdx fe’yz’zdy = ffe’(xz*yz)’zdxdy

0 0 00

To evauate the multiple integral on the right, we convert from the rectangular coordinates (X,y)
to the polar coordinates (r, 0) wherer is the length of the line from the origin to the point (x,y)
and 0 is the angle (measured in radians) which this line makes with the x axis. The original x and
y arerelated to r and O by the equations

x =rsind

y =rcosd

so that in particular x? + y? = r?(cos?0 + sin’0) = r?. Inpolar coordinates, the area element
which is dxdy in rectangular coordinates becomes rdOdr, because the length of the arc swept out
by anincrementin O of dO isrd0. Thus, transformed to polar coordinates the above multiple
integral becomes

T2 o /2 /2

12 = f fe’rz’zrdrdﬂ = f—e’rz’z rde = fd@ = T/2,
0
0 0 0 0

where the second equality follows from the integration by parts we did in computing the variance.
Wewant ¢ such that 2cl = 1 or

c = 1/21 = 1/2¢y7/2 = 1ly2T .

The normal curve which we have studied so far haspu=0and 0 = 1. We can easily generalize the
normal to have any specified p and o:

L _(x-w)?
2
e 20

f(x) =
27O

This frequency function is much used. A variable with this density function is said to be N(, 0).

Exercise 5.9. Verify that avariable that is N(uo ) in fact has a mean of 1 and a standard deviation
of O.
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Chapter 6
Sampling
Random samples and random variables

A great dedl of statistics involves making inferences about a population on the basis of a sample.
A lot can be learned about, say, the within-family per capitaincome of Americans, on the basis of
aproperly selected sample of asfew asfifty persons. But the words “properly selected” must be
emphasized. If the sampleistaken in a shelter for homeless people or from among the attendees
at a $1000-per-plate political fund-raising dinner, the results are unlikely to tell us much about the
total American population. The validity of the sample as an indicator of the population depends
upon its selection by a mechanism that has no known or suspected connection with the values of
the variables to be observed. The problem with the sample drawn in the homeless shelter is that
people are there precisely because their income is low, while attendance at the fund-raiser is also
connected to income.

A sample that has been selected in away unconnected with the values to be observed iscalled a
random sample. The value of avariable, say income, observed on a selected individual isthen
caled arandom variable. Notice carefully that in calling the income of successive persons in the
sample arandom variable we by no means mean to imply that chance has much if anything to do
with the person'sincome. Indeed, we shall later try to find its connection with age, occupation,
education, sex, race, and so on. Neither need the sample selection process involve chance; the
census taker may give the long form in a perfectly mechanical way to every tenth person she
counts. The order in which she comes to them is determined by where they live. And few people,
if asked why they live where they do would answer, “Just by chance.” The only requirement is
that the mechanism would not tend to exclude or include people in the sample because of the
values of the variables being collected.

In PUMS, as we have noted, Census believes that some households were more likely to have been
included than others and has provided us with weights to correct for this bias. Most of them are
closeto 1 for the households. We will continue to ignore these weights and consider PUMS a
true random sample. | do not mean to recommend this neglect of the weights as good statistical
practice, but as just a simplification that allows us to concentrate on basic concepts at this early
stage of your experience with statistics.

Independent variables

Thejoint density function of two variables, x and y, is the function f(x,y) such that f(xo,yO)AxAy is
the fraction of the population with x lying between x,, and x, + Ax and y lying between y, and

Yo *+ Ay . Mathematically, two random variables are said to be independent if f(x,y) can be
written g(x)h(y) where g(x) and h(y) are the density functions of x andy. This mathematical
definition is ssimple enough, but what does it correspond to in reality? When can we suppose that
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two random variables are independent? The answer must be something like the definition of
“random.” If we cannot imagine how knowing the value of x would help usin forecasting y,

given that we already know the density function, h(y), from which y comes, then we may say that

x and y are independent. Successive tosses of a coin are usually thought to be independent.
Values of successive houses down a street, given only the distribution of house valuesin the
whole city, are probably not independent. We are going to assume that our sampling procedure
has given us samples in which the values of a given variable, say the per capitaincome, are
independent random variables. We then have two important theorems; in both of them x and y

are independent random variables, x has density function g(x) with mean i, and variance ,> while
y has density function h(y) with mean i, and variance oy2 .

The mean of a sum of independent random variables, x and y, is the sum of their means.

o0 o0

}}(x + y)f(xy)dxdy = }}(x + y)g()h(y)dxdy = f xg(x)dx + f yh(y)dy = u,

—00—00 —00—00 —o0 —o0

The variance of a sum of independent random variables, x and y, is the sum of their variances.

oo oo

[ oy = () xy)dydsx

—00—00

[ x=1,)%900dx [ h(y)dy
* 2 [ (x990 [ (y -k, h(y)dy

+ [a09ax [(y-1,)*h(y)dy

0, + 2 m)(M, 1) + o
2

2
o, + O,.

Though we wrote out the formulas for sum of two variables, the reasoning clearly appliesjust as
well to nvariables. If we now suppose that all the n variables have the same density function with
mean | and variance 07, as they would if they are al determined by random drawings from the
same population, then the mean of the sum is np and its variance isno®. Now the variance of ax,
where a is a constant and x is a random variable with variance 02, is eas ly seen from the definition
of variance to be a® 6°. Thus, if we divide the sum of the n independent random variables by n (so
that the a of the previous sentence is 1/n), we get a variable with mean p and variance no?/n >=
o°/n. Thus, we have the extemely important result that the mean of asample of n valueson a
random variable is the same as the mean of the population from which it is drawn but the variance
of the sample mean is only one n" the variance of the variance of the population. That factor of
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1/n isthe whole reason why large samples are better than small samples for determining the mean
of the population.

Let usillustrate this important relation with the data from the distribution of per capitaincome.
The mean from my sample of 2400 persons with positive income was $13,589. The standard
deviation of this sample was $12,525. Thus, the standard deviation of the mean of asample of 1
would be $12,525; for a sample of 2, the standard deviation of the mean falls to 8856; for a sample
of 9it is$4195; for asample of 50, it is $1771; for the sample of 2400 it is 256, and for the for the
whole 1 percent sampleit is8. Increasing the sample size is a good example of decreasing returns
to scale. Increasing the size from 1 to 2 reduces the standard deviation by nearly 30 percent. Two
more observations are needed to get it down another 30 percent; then four more to get it down
another 30 percent, then eight more, and so on.  On the other hand, the cost of collecting the
sample, aside from some fixed planning costs, increases more or less linearly with the size of the
sample. When a sample survey is being planned, this tradeoff between the more or less constant
margina cost of enlarging the sample and the declining margina benefit of each added observation
must be carefully weighed.

An experiment in sampling

Suppose that we drew arandom sample of 50 people from a population with an income
distribution such as that found in the previous chapter. If we know nothing about the population
except what we learn from our sample, our best guess of the mean of income of the population
would certainly be the mean income of our sample. But this sample mean would be a random
variable; it would depend on the sample. How accurate would it be as an indicator of the
population's mean? In other words, what sort of distribution would it have, and in particular what
would beits standard deviation? (Remember: we don't know the standard deviation of the
population.)

Since we in fact have a sample of some 2500 from PUMS, let us try to answer these questions by
drawing a number of random samples of 50 from it, computing the mean income in each, and then
looking at the distribution of these means. (The point of this experiment is not to determine the
mean of the population but to see how the mean of small samplesis distributed.)

As before, copy the column of income per capita within households to column A of anew
worksheet. The function @rand produces a pseudo random number with a uniform distribution.
Put @rand in cell B1 and copy it to the al the rows of column B where there are entriesin column
A. You will notice that when @rand is copied, the copies have different values. Since sorting
also causes the values of @rand to change, it will reduce confusion if we copy column B to column
C using Edit | Paste specia | Copy formulas as values. Now use Range | Sort to sort this whole
range on column C. The first 50 incomes are now a random sample of income, as are the next 50,
and so on.
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Now compute in columns D and E the means and standard deviation in each sample. To do so,
put @avg(A1l..A50) into D50 and @std(A1..A50) into E50. Copy these two cellsinto D100,
D150, etc.. Now copy Columns D and E to F and G using Edit | Paste specia | Copy formulas as
values to do the copy. Now sort the range composed of columns F and G in descending order on
column F. That will put the means and standard deviations to the top of the worksheet where they
are easier to see than they are when spread out over 2500 lines.

Finally, we are ready to find their distribution. To do so, you will recall, we need a “bin” range.
We will make it in Column | with the help of the “sigma units” which you should enter in Column
H copying the first column of the following table. Compute the mean and the standard deviation
of your whole 2500-observation sample. Divide this standard deviation by the square root of 50 to
get the standard deviation of the mean of samples of size 50. Call this “sigmamean”. Now make
up the “bin” range in Column | as the mean plus “sigmamean” times the entry in the same row of
the “sigma units’ column. Y our results should look generaly like the Brackets column in the
following table, though the numbers will be somewhat different because you have a different
sample. With the "bin range” ready, do Range | Analyze | Distribution to get the count in each cell.
These counts will automatically go in Column J. Convert it into percent in Column K. Graph the
results. The result for my sampleis shown by the solid line marked with squares in the next graph.
To add the normal to your graph, you can make use of the @normal(x) function, which givesthe
vaue at x of the distribution function of the Normal(0,1). For X, use the values from the “In sigma
units” column.

In sigma Bracket Count Percent Normal Normal
units density 0.00000
-3.0 9375 0 0.0 0.1 0.00135
-2.5 10089 0 0.0 0.5 0.00621
-2.0 10802 1 2.1 1.7 0.02275
-1.5 11515 2 4.3 4.4 0.06681
-1.0 12228 3 6.4 9.2 0.15866
-0.5 12942 6 12.8 15.0 0.30854
0.0 13655 12 255 19.1 0.50000
0.5 14368 13 27.7 19.1 0.69146
1.0 15081 6 12.8 15.0 0.84134
15 15794 2 4.3 9.2 0.93319
2.0 16508 1 2.1 4.4 0.97725
25 17221 0 0.0 1.7 0.99379
3.0 17934 1 2.1 0.5 0.99865

1 0.1 1.00000
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The central limit theorem

Something rather strange, beautiful, and at first perhaps mysterious seemsto be at work in the
table and graph just reported. The density function of incomes was very far from the normal, but
the density function of the means looks surprisingly like the normal. For comparison, the normal
frequency function is shown in the graph by a dotted line with points marked by circles. Let me
remind you that we introduced the normal function just because it was about the simplest function
we could imagine that would make a nice density function. But hereit emergesthat itisafairly
good approximation of the distribution of the sample means from a decidedly non-normal
population when the sample size is 50.

Density Function of Sample Means

30

@ Sample means
© Normal
20 -
o -0
10 |
©
o lLyg-f~ | L L L L L roul

-3.0 -2.5 -2.0 -1.5 -1.0 -0.5 0.0 0.5 1.0 1.5 2.0 2.5 3.0
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We see here anillustration of the working of the central limit theorem, arguably the most famous
and most useful result of mathematical statistics. According to it, the distribution of the sample
mean from awide range of distributions approaches the normal distribution as the size of the
sample increases. This remarkable result was stated by Laplacein 1809 and first given arigorous
proof by Liapounov in 1912. Y ou may find the details in most any mathematical statistics book
such as Paul G. Hodl's Introduction to Mathematical Statistics. Reading the proofs requires a
knowledge of the series expansions of logarithms and patience to follow through the algebra. We
will not go into them here. Even if we did, we would till have to ask How quickly doesthe
distribution of the sample mean approach the normal. And for that question, we are thrown back
to experiments such as we have just done.
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Confidenceintervals

Suppose that we are given one and only one of our samples of sizefifty. What doesit enable usto
say about where the mean of the parent distribution is? Its mean is an estimate of the population
mean, but it is amost certainly not the population mean. Can we calculate an interval likely to
include the population mean? More precisely, what is the narrowest interval which will include the
population mean in a specified fraction of all possible samples? That fraction is called the
confidence level for the interval and the interval is called a confidence interval.

If we can assume that the sample is large enough that the sample mean is essentially normally
distributed, we can answer the question. For the specified confidence level, C, find the value of t
such that C percent of the normal distribution is within to of the mean. Then construct the interval
asm- tsand m+ ts, where mis the sample's mean and s its standard deviation. If we are
sufficiently close to the normal, then thisinterva should cover the population mean in about the
fraction C of the cases.

From the column labeled Norma of the table above, we can see that t = 1 corresponds to a C of
about .68 and t = 2 correspondsto a C of .9545. For C of exactly .95, t should be 1.96.

The graph below shows the .95 confidence intervals for the 50-observations sasmples. The
horizontal lineisthe “population” mean. Theinterva covered the population mean in 46 of the 48
samples, or in .958 of the cases, satisfactorily close, | should think, to the theoretical expectation.

Confidence Intervals
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Exercise 6.1. Perform the caculationsillustrated here for your PUMS samples. Do you find any
striking similarities or differences from the results with my sample?
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Chapter 7
L east Squares Regression

In this chapter, we will be concerned with how to find relations among variables. We shall ask, for
example, What is the effect of education and age on earned income? First, we concentrate on the
mechanics of this curve-fitting process. We will come back to the statistical properties of the
results, and to the important question of what makes a sensible equation.

1. What isthe method of least squares and why useit?

In our PUMS data, we have the earned income of each individual and a number of characteristics
of that individual. Can we use these other characteristics to explain income?

Let us start with one factor. A number of you are may be in this course because you are under the
impression that education influencesincome. |sthat assumption borne out by the data you have?
How can we find the relation between the two?

The simplest way to answer that question is to plot income against education shown below for
twenty earners. Y ou can then draw aline more or less through the middle of the plot, as| have
tried to do. (My lineisjust drawn by eye; if you think another would fit better, please draw it.)

Earned Income and Education
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Mathematically, what drawing the line does is to determine b, and b, of the following equation:
(1) y.=b, +bEd,

where y, = Earned income of persont
Ed, = Education of persont
b,, b, = constants to be determined so that the line fits the points.

This method of "eyeing in" the line has important advantages over other methods. It allows usto
see what we are doing. It makesit easy to spot outliers in the data and to avoid putting a heavy
weight on them. It is, however, sldom used. Theorists don't like it because no elegant theorems
can be proved about it. Practitioners shun it because it is easy to see that it is subjective; more
sophisticated methods allow one to cloak subjectivity in a more opagque garment.

The real problem with the method, however, arises when we realize that income depends on more
than just just education. Suppose that we want to take into account the age of the earner, then we
should have to estimate

@) y =b, + b,Ed + b,Age

(The b, and b, of (2) may, of course, be different from those of (1).) To estimate these b's by eye
in this equation, we need a three-dimensional construction to suspend the pointsin space. Then
perhaps we might use a plane of light to find the plane which fits best. But what was ssimple for
one variable becomes something of an engineering feat for two. But now, of course, we realize
that earnings may also depend on the sex of the earner, thus:

©) y =Db, + b,Ed + b,Age + b,Sex

Now we need afour-dimensiona structure of some sort; and when you have constructed it, be
prepared to tackle afive-dimensional device, for earned income may also depend on disability, so
that we should be estimating:

4 y =b, + bEd + b,Age + b,Sex + b,Disability

Here we seem to be pretty much past hope of making a physical picture to aid usin fitting the
equation to the data. If we ever want to estimate an equation with that many parameters -- and for
all practical purposes, with any more than two parameters -- we must find some way to replace
vision by calculation. That switch can be dangerous, and we shall frequently find that we must
check to be sure that the blind calculations have not lost their way.

To find away to calculate the parameters, let us return to the simplest case, equation (1) and the
above figure, and let us agree to choose b, and b, so as to minimize the sum of the squares of the
errors. The figure shows one of these squares. We twist and push the line through these points
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until the sum of the areas of the squaresisthe smalest. You may ask "Why the squares? Why not
just get the smallest sum of absolute values of error?' Strangely, it is easy to compute the b's to
minimize the sum of squares, but quite difficult to minimize the sum of absolute errors, anditis
really this ease that is responsible for our preference for the squares.

2. How to calculate the least squaresregression coefficients

In this section, we leave the specific example of the preceding section to develop a mathematically
genera way finding the b's that minimize the sum of the squared errors. Later, however, we will
return to precisely the example described in section 1. In the previous section, we used mnemonic
names like Ed, Age, and Sex for the independent, right-hand-side variables. To simplify our
notation, we shall from now on in this chapter refer to them as x,, x,, X,, €tc; the dependent
variable will continue to bey, but with no intention to mean income. To find the "least squares’
values of the b'swith just education as an explanatory variable, we just minimize with respect to b,
and b, the following summiation:

(5) S =), ~ (bx, + bx,)

where T is the number of observations which we have, x,, = 1 for al t and x,, = education of
person t. Thesigma, X, of course, indicates summation, and the t=1 below it indicates that the
summation begins with that value of t and extendsto t = T, shown above the sigma. Now if Sisto
be minimal with respect to both b, and b,, then it must be minimal with respect to b, with b, held
constant. First, the derivative of Swith respect to b, (with b, held constant) must be zero:

(6) ab Z 20y, = (byx; + bxp))(=x,) =0

Likewise, S must be minimal with respect to b,, so

(7) sz (bX, + bX,))(-%,) =0

We may see the implications of (6) and (7) more clearly if we will divide through by 2, move the
terms not involving b, and b, to the right hand side, and factor out b, and b, from the sums
involving them. Upon so doing, (6) and (7) become
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b, ) XXy + 0, ) X1 Xip = ) X1 Vi

(8)

b, ) XXy + 0, ) XipXip = ) X2 Vi

(Here we have dropped the limits on the summation simply because they are dways the same.)
Now bear clearly in mind that the x's and y's are known, observed values. Hence, al the sums are
known numbers. The unknowns are b, and b,. So we see that we have two linear equationsin
two unknowns. Y ou solved equations like that in high school; if perhaps you have forgotten how,
| shall remind you in amoment. Given that we know how to solve linear equations, we can
consider our problem of how to find the b's to be solved.

So far, you may say, we have only dealt with the two-variable case, handled satisfactorily

graphicaly. What about more variables? Well, we might as well go for the general case and
consider n independent variables x, ..., X,,, and the equation

Yo = bXy + .+ X
Then let
;
S =30y, - (o, * o+ Bx)
t=1

Differentiating with respect to b, b,,...,b, gives

3s i
—= =), 2(y, - (bx, * . .+ bx))(-x,) =0
b, &=

(9) =
oS L
—= =Y 2(y, - (bx, * .. + bx (%) = 0.
b, =

These equations may be rewritten as

by 2 X Xy + by 2 X X+t by 2 XX, = 2 XY,
by 2 XX,y + by 2 XXy +ont by 2 XXy, = 2 XY,
(10)

by X XXy + by B XX ot By XXy = 2 XY,

Do you see the system? In the first equation, the first factor in every product is x,,, in the second
equation, x,,, and so on. In the ith column, the second factor in each sumisx,. These equations
are called the normal equations of regression. (This use of the word “normal” has nothing to do
with the “normal” distribution, but is related to calling aline perpendicular to the tangent to a
curve at apoint a “*normal.”)
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Let ustake asimple example with T = 5.

t Xu X X Y.
1 1 10 5 17
2 1 5 1 10
(11) 3 1 0 6 12
4 1 10 3 16
5 1 0 10 20

Y ou should now verify that the equations (10) are

5b, + 25b, + 25b, = 75
25b, + 225b, + 85b, = 380
25b, + 85b, + 171b, = 415

Table 7.1 shows how to solve them systematicaly. Thefirst threelines (L1, L2, L3) show the
original equations. The next three show the results of eliminating b, from the second and third
equations. To obtain them, first get the coefficient of b, in the first equation to be 1.0 by dividing
the equation by b;'s coefficient, namely 5. The divisor is called the pivot element and is underlined
inthetable. TheresultisL4. Now to eliminate b, from equation 2, multiply the equation in L4 by
b,'s coefficient in L2 and subtract from L2 to get L5. Since equals multiplied by the same thing are
equal and equals subtracted from equals are equal, L5 aso represents an equation. L6 issimilarly
calculated and is also an equation. Any and all b's which are a solution of L1-L 3 are also solutions
of L4-L5. We have now completed one pivot operation and eliminated b, from &l equations
except the first. In the next threelines, L7, L8, and L9, we similarly get O for the coefficient on b,
in all but the second equation. Finally, in L10 - L12, we get zero coefficients on b, in all but the
third equation. The last three lines are thus three equations whose solution is exactly the same as
the solution of the first three line; but the solution of the last three is obvious:

b, =495 b,= .61 b, = 1.40.
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Line b, b, b, = 1 Derivation

L1 5. 25. 25. 75.

L2 25. 225. 85. 380. Original Equations
L3 25. 85. 171. 415.

L4# 1 5. 5. 15. L1/5

L5 0. 100. -40 5. L2-25%L4
L6 0. -40. 46. 40. L3-25*L4
L7 1 0. 7. 14.75 L4-5%L8
L8# 0. 1 -04 .05 L5/100

L9 0. 0. 30. 42. L6 -(-40)*L8
L10 1 0. 0. 4.95 L7-7¥L12
L11 0. 1 0. .61 L8-(-.4)*L12
L12# 0. 0. 1 1.40 L9/30

A # after aline number marks the line computed first in each panel of threelines.
Table 7.1: Least Squares Computations

The process we have followed to fit an equation to the given data known as ordinary least squares
or linear regression and the b's we have found are the regression coefficients. The particular
method of solution of the equations is known as Gauss-Jordan reduction.

Historical note on regression by least squares

The idea of fitting an equation by minimizing the sum of squared misses first appearsin Adrien
Marie Legendre's Nouvelles méthodes pour la détermination des orbites des cométes in 1805.

L egendre had been involved, beginning in 1795, in the measurement of the meridian arc from
Barcelona to Dunkirk, the measurement on which the length of the meter was based. In the 1805
book on comets, he seems to have discovered the method near the end of the writing and in an
appendix returned to a problem in measuring the meridian arc to illustrated the new method. The
method spread rapidly in astronomy and geodesy. In 1809, Carl Friedrich Gauss published a small
volume in Latin on the orbits of planets; in it he not only used the method of least squares but
claimed to have been using it since 1795. There is no particular reason not to believe this claim
since Gauss did so much other original work in mathematics. On the other hand, he might have
forgotten to tell anyone else about it had Legendre not done so first. Gauss also connected the
method to the normal distribution by noting that, if the errors were normally distributed, least
squares would give the estimates that maximized the probability of observing the sample which
was actualy observed. This connection stimulated LaPlace in his studies leading to the central
limit theorem.
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The term “regression” came from a study of “hereditary stature” by Francis Galton in England in
the 1880's. After collecting data on the heights of about 800 relatives, he found, firgt, that the
average of the men's heights, 68.25 inches, was 1.08 time the average of the women's heights. In
all the following operations, he multiplied the women's heights by 1.08. With this adjustment, he
found that if he plotted the average height of parents on the horizontal axis and the height of their
offspring on the vertical axis, the “regression” line cut the 45-degree line at the average height but
had adope of 2/3 — not 1.0 — so that the heights of the children seemed to “regress “ towards
the mean, or “mediocrity” in Galton'sword. He as found that if he plotted the “stature” of one
sibling on the horizontal axis and that of other siblings on the vertical axis, the line again had a
sope of 2/3. If he used the height of only one parent, the regression was more marked, with a
slope of only 1/3. With nieces and nephews on the vertical, the “regression ratio” was 2/9 and for
grandchildren, it was 1/9.

Galton also studied the distribution of the residuals from his “regresssion” lines and found that
“every one of the many series with which | have dedt in my inquiry conforms with satisfactory
closeness to the ‘law or error.” This “law of error” is what we would call the normal distribution.
Of it, he said in a presidential address to the Anthropological Institute:
I know of scarcely anything so apt to impress the imagination as the wonderful form of
cosmic order expressed by the “law of error.” A savage, if he could understand it, would
worship it asagod. It reigns with serenity in complete self-effacement amidst the wildest
confusion. The huger the mob and the greater the apparent anarchy, the more perfect isits
sway. (“Hereditary Stature,” Nature, January 28, 1886.)
He istalking about the central limit theorem, and he himself is no doubt the savage he had in mind.

Neither Galton nor his mathematical adviser at Cambridge thought of using the method of |east
squares to fit the “regression” lines. Instead, he used a method like that used by surveyorsin
making contour maps and observed that the contours of equal density were ellipses. His
“regression” lines were the principal axis of the ellipse. Hiswork, however, attracted wide
atention and the term “regression ling” became firmly established. The step forever linking the
words “regression” and “least squares,” was taken by George Udny Y ule, about 1897. For afull
account of all these devel opments, see Steven M. Stigler The History of Statistics: The
Measurement of Uncertainty before 1900. Harvard University Press, Cambridge, 1986.

Exercise 7.1 Calculate the regression equation for the following data.

x1 X2 x3 y

1 5 2 14
1 4 3 13
1 6 3 17
1 7 5 20
1 6 7 19
1 8 6 21
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Exercise 7.2. Check you work by using the regression command of your work sheet. Seethe
“Regression” topic in the help files of the spreadsheet you are using for detailed
instructions. With 1-2-3 release which | am using, the X-columns must all be together,
side-by-side, while the Y -column can be elsewhere. The command is then Range | Analyze
| Regression and you are asked to fill in the range for the X and Y variables, specify where
the output (the regression coefficients and some other things) should go, and indicate
whether or not the Y -intercept should be computed or set to zero. | generally put the
output below the data where there is no danger that it will overwrite anything. On the
guestion of the Y -intercept, if you have included a column of 1'sin the range, as shown in
the example, then you should select “Set to zero.” Alternatively, you may leave out the
column of 1's but select “Compute Y -intercept”. The resulting coefficients are the same
either way.

3. Some measur es of how well the equation fits

Now that we have computed the regression coefficients, we may well ask How well does the
equation fit the data? To answer, we first need to compute the values of the dependent variable
"predicted" by the equation. These predicted values are denoted by y thus

n
Y= Lbx.
i=1

They are shown in the third column of Table 7.2 below, where the actual values are shown in the
second column. The misses, or "residuas”,

= S\/t_yt

are shown in the fourth column, labeled r. Note that the sum of the residualsis zero; it will always
be zero if there is a constant term in the equation. Since we were trying to minimize the sum of
squares of these residuals, this quantity is naturally of interest:

-
S=Xr2.
t=1

Actually, the Standard Error of Estimate

SEE = 4/SIT

iseasier to interpret for it has the same units as the dependent variable. Indeed, we could describe
it as sort of average error.
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Another measure of closeness of fit istheratio of S, the sum of squared residuals, to D, the sum of
the squared deviations from the mean of the dependent variable, y. These deviations are shown in
the column labeled din Table 7.2. ThisD is, to be explicit,

T
— A2
D_E(yt'y) .
t=1
t y ¥ r r2 d d? f f2 %
1 17. 18. 05 1.05 1. 1025 2.0 4. -1.65 2.7225 6. 18
2 10. 9.40 -0.60 0. 3600 -5.0 25. 1.95 3. 8025 6. 00
3 12. 13. 35 1.35 1.8225 -3.0 9. -2.10 4.4100 11.25
4 16. 15.25 -0.75 0. 5625 1.0 1. -0.30 0. 0900 4.69
5 20. 18.95 -1.05 1. 1025 5.0 25. 0. 00 0. 0000 5.25
0. 00 4. 9500 0.0 64. 11.0250 33.37
SEE = v 4.95/5 = .995 MAPE = 33.37/5 = 6.67
R =1 - (4.95/64) = .9227 RBARSQ = 1 -(4.95/2)/(64/4) = .8453
DW= 11.025/4.95 = 2.2272 RHO = (2 - 2.2272)/2 = -.1136

Table 7.2: The Fit of the Equation

Theratio S/D would be zero for a perfect fit and 1.0 in the worst possible case (provided thereisa
congtant term in the equation.) Since it seems a bit strange to have zero as the perfect score, the
S/D ratio is subtracted from 1.0 to form what is called the "coefficient of multiple determination”
or "R sgquare” or RSQ for short,

R’=1-9D

A "corrected" R?, written with a bar over the R and pronounced "R bar square” is often used to
allow for the fact that as more and more independent variables are added to aregression, S goesto
zero. Infact, if there are as many independent variables as there are observations, the fit will
normally be perfect. For the corrected R?, therefore, Sisdivided by T - n, the number of
observations less the number of independent variables. The formulais

R S [ — ,
D/(T-1)
where n isthe number of independent variables, counting the constant term. Where it is not
convenient to use superscripts, we call this measure RBARSQ. The number T - niscalled the

number of "degrees of freedom" in the regression.

An dternative measure of closeness of fit is the mean absol ute percentage error, or MAPE, defined
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T
MAPE = 100* 2 |r,/y,| /T
t=1

Its calculation isillustrated in the last column, labeled %, of Table 7.2.

Although RSQ, RBARSQ, and MAPE are all dimensionless pure numbers, there is no absolute
standard of "how good is good" for them. Generaly, any equation whose dependent variable has a
strong trend will have a high RSQ while equations with volatile, untrended dependent variables
will

have low RSQ. These measures are redlly useful only for comparing the fit of one equation for a
particular variable with another equation for the same variable.

Columns 8 and 9, labeled f and ?, and the calculation of DW are included for future reference. Do
not trouble yourself with them at the moment.

Exercise 7.3: For the datain exercise 2.1, calculate also the SEE, RSQ, RBARSQ, and MAPE.
Compare with the measures reported in your spreadsheet program.

4. Regression of earned income on education and other variables

Let us now return to our samples from PUMS and do areal regression. One of the economically
interesting variablesin the data is certainly earned income, REarning. Let us see how well we can
explain it with other variables in the bank, such as education, sex, age, hours worked, and general
part of the country in which the individual lives.

To begin with, bring your sample into a new spreadsheet, so as not to mess up your previous
work with PUMS. Since many individuals are not in the labor force at al, we first remove from
the sample individuals who have no earnings. Select the whole of the sample except the variable
names at the top and then sort in descending order on earnings. Drop down in the sample to
where those with zero earnings begin to appear. That will be about half way down. Select all
columns of all these individuals with zero earnings and tap the ‘Del' key. You are left with only
those individuals that had earned income. They should be about half of the original sample. It
doesn't matter for the regression, but it will convenient later to have the sample in arandom order,
S0 put in column of random numbers, copy it to the clipboard, and then do Edit | Specia paste |
Copy formulas as values to copy the random numbers as vaues over themselves. Sort the entire
sample by the random numbers. Finaly, to make room for the regressions, insert 26 columnsto
the left of the data.

Copy the desired dependent variable column, the one with the label REarn, into column D; we will
need columns A, B, and C later. Put acolumn of 1'sinto column E. (Put alinto E2, +E2+1 into
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E3, copy E3 to the clipboard, and paste the clipboard to the whole column as far down as the data
goes.

Decoding a variable

Our next job isto get the years of schooling into column F. We encounter a problem here because
the variable labeled YearsSchiis not really years of education, but codes indicating years of
education as shown in the table below. To convert it to something approximating years of
schooling, we must use a table look-up function. | used @VLOOKUP(x,range,offset) in 1-2-3.
Here, x isthe code we are looking up, range is the location of the table, and offset is the column to
be used.

00 N/A (lessthan 3 years old) 10 High school graduate

o1 No school completed 11 Some college, but no degree

02 Nursery school 12 Associate degree in college, occupational program
03 Kindergarten 13 Associate degree in college, academic program
04 1st, 2nd, 3rd, or 4th grade 14 Bachelor's degree

05 5th, 6th, 7th, or 8th grade 15 Master's degree

06 9th grade 16 Professional degree

07 10th grade 17 Doctorate degree

08 11th grade

09 12th grade, no diploma

From the information about the meaning of the codes, | made up the table shown to the right.

| put this table to the right of all the data, selected all of it below the column headings, and named
that range School Y ears. The Y earsSch column in the datawas in column AK in the spreadshest,
soin cell F21 put @VLOOKUP(AK2,$Schoal Y ears,1) and copied thisto all the cells below it in
column F. The variable made up in this way approximates the years of education and will be called
Education.

Whileit is clear that some basic education has a positive effect on earnings, we may still wonder
whether there are not perhaps decreasing returns to education. To alow for that possibility, we
can put into column G the square of Education.

Next, into column H let us put the Sex column of the data. A O indicates male; and a 1, female.
Into column | we can put the Age variable.

With these variablesin place, we can now do aregression. | suggest that you put the results below
the data and lined up so that the regression coefficient for a column of the X array is directly below
that column. My results, calculated for sample 0, are shown in the first column of Table 7.3
below.

Exercise 7.4: Perform similar calculations for your sample. Compare your results with those for
sample 0. Do not be dismayed is they are dightly different, for your sample is different.

Y ou will notice that your spreadsheet program computes “standard deviations’ of the regression
coefficients. The regression coefficients from a sample, just like the mean of avariablein a
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sample, are random variables, so it is not surprising that they should have standard deviations.
How those standard deviations may be computed and under what assumptions those computations
arevalid, however, is not immediately obvious. We shall cometo that question later in this
chapter; here we concentrate on the regression coefficients.

We put the square of Education into the regression to see whether perhaps there were diminishing
returns to education, as would be indicated by a negative sign on this variable. On the contrary,
we found a positive sign on this variable and a negative sign on Education itself. This negative
sign may at first seem puzzling; to resolve the puzzle, et us write the Education effect as the sum
of the two terms involving education:

Education effect = -1687* Education + 188.7* Education’.
The marginal effect of an additional year of education is then
Marginal effect of additional education = -1687 + 2* 188.7* Education.

At five years of education, the marginal effect of an additional year of education on annual earned
income is $200 per year; at eight years, $1332; at 12 years, $2842; at 16 years, $5861, so the
results are definitely consistent with the idea that education influences earning ability.

We failed to find decreasing returns for education, but what about for age? Perhaps few people
get older just so they can earn more, but let us nonetheless put into the regression the square of
age. Theresults are shown in the second pair of columnsin Table 7.3. The coefficient on age has
gone up from 321.8 with a standard deviation of 44.7 to 2044.2 and a hegative coefficient, -20.7,
has appeared on the square of age. Indeed, there are diminishing returns to age; and you can
quickly calculate that, financially speaking, it is not a good ideato let your age advance beyond
about 50.

A lesson from this story which you can more easily apply, however, isthat the standard deviation
of a regression coefficient gives you no idea whatsoever about what will happen to that
coefficient when an additional variable is added to the regression. We have just seen the
coefficient on age increase more than four standard deviations when another variable was added.

56



Intercept
YearsSch
YSchSq
Sex

Age
AgeSq
NewEng
MidAtlantic
ENCentral
WNCentral
SAtlantic
ESCentral
WSCentral
Mountain
Hours
HoursSq

RSq

Educ.

sex, age
RegCoef
3062.4
-1687.2
188.7
-12099.6
321.8

0.2277

+age

squared
StdErr  RegCoef
6699.1 -27473.6
979.4 -1374.6
38.7 158.4
1234.6  -12439.7
447 2044.2
-20.4
0.2620

+Division

StdErr
7672.5
958.7
38.1
1208.2
229.5
2.7

RegCoef
-25240.6
-1361.7
156.8
-12414.2
2025.5
-20.2
2315.0
167.0
-3422.8
-874.5
-3048.7
183.0
-5497.1
-3098.8

0.2696

StdErr
7802.1
961.3
38.2
1208.8
230.1
2.7
2875.2
2168.5
2141.7
2739.7
2105.7
2889.2
2397.0
2901.7

+Hours &
HoursSq

RegCoef
-21880.0
-1136.8
139.2
-10621.3
1399.9
-13.1
3372.5
-29.5
-3413.5
-1699.7
-3344.4
-509.2
-5901.7
-3645.8
193.2
1.3

0.3078

Table 7.3: Regressions Explaining Earned Income
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StdErr
7613.7
937.5
37.3
1197.3
239.9
2.8
2804.3
2113.1
2086.5
2673.9
2052.2
2816.1
2335.8
2830.0
79.0
1.2

Reduced
Sample

RegCoef
-32488.4
-1050.0
140.5
-11079.5
1410.4
-12.9
4056.1
964.4
-2852.3
-761.2
-3329.7
-570.5
-5906.0
-2841.5
548.0
2.2

0.2982

StdErr
9140.9
1062.1

41.7
1376.7
314.0
3.7
3287.1
2416.3
2410.7
3078.8
2342.4
3191.8
2674.5
3230.6
159.7
1.8



Exaase 7.5 Add age squared to the regresson for your sample. Which codfficents changed a
lot? How do your results comparewith thosefor sample 0?

Dumny variables

A next gep in our sudy of eamed income canwel beto ask Arethereregiond differences?
Would a person with the same age, education, and sex expect to ean morein New England or on
the Padific Coast? To sudy that question, we can use the data.on the geographic divison of the
country inwhich the parson lives. Thisvaridble, cdled Divison, hasthevdue 1 if the person lives
in New England, 2if in the Mid Atlantic, 3 if in Eagt North Centrd, and o on through 9 for
someone living on the Padific coagt. Clearly, we cannat judt throw this variableinto the regression,
for thereis no reason to think thet the effect of living in these different regions on earmned income
increeses linearly with the number of theregion. No, we haveto find adifferent way. Wewill
meke up from thisangle varidble aset of dummy variables varidblestha aredwaysjus O or 1.
Thefirg will be 1 if the person livesin New England and atherwise O; the second will be 1if the
person livesin the Mid Atlantic region and otherwise 0, and so on for dl 9regions Theregresson
coeffident on each of these variadestdls how much aperson living in thet region eans more or
lessthen anindividud in the besc rferenceregion. But wait! If we put in variablesfor dl nine
regions therewill be no referenceregion! (Mathemaicaly, the interogpt cdlumn of the X aray is
alinear combination of the dummies one of the pivat dementsin the solution of the normd
equaionswill be zero, 30 the solution will beindeterminate)) Conssquently, the dumimy for one
region mugt beleft out. 1 haveleft out the Padific region, o thet it becomesthe reference region.
Thus, the coeffident on the New England dummy will show how much more or lessaparson living
in New England would earn then would aperson of the same sex, age, and education living onthe
Pedific coedt.

Exadtly how to make up dummy varigble degpends dightly on the Soreadshest you areusing. In 1-
2-3rdeae 5, | uethe @IF function. Spedificdly, the Divison vaigdeisin cdumn AY, sointhe
top cdl of the New England dummy's column (whichisinrow 2) | put: @IF$AY2=1,1,0) . This
function looks & thevdueinthe AY2 cdl and if itis 1 (the codefor New England), it putsalin
thiscdl; athewiseit putsa0. Next, copy thiscdl acrossthe row to the ather dummy columns
and edit them by replading the 1 on theright of the=by 2, 3, c. Then copy thisrow of dummies
todl theother individuads Findly, we repeet the regresson induding the new vaiadles The
resultsare hown inthethird par of columnsof Table7.3. Insample 0, New England emerged as
the high-earing ares, with earnings of $2315 above the Padific region. It wasfallowed by the
Eag South Centrd, Mid Atlantic, Padific, and on down to West South Centrdl. However, the
computed gandard erorswere high on dl of these varidbles so thereis reason to expect that you
may get vay different resuitsfor your sample

Exads7.6: Add regiond dummies to theregresson for your sample. How do your resulits
comparewith thosefor sample 0?



Proxy variables

Sofar, our regresson has taken no account of the effort the person makesto ean money. Yet
auch effart iscatanly likdy to dfect earnings Onewould like something like hoursworked per
year or hoursworked inatypicd month or wesk. The only varidde anything like thet, however, is
“hoursworked lagt week,” — that i, theweek beforethe Censuswiastaken. Thequedionis
probably formulated that way in hopes of getting amore accurate response then would aquestion
about the average or typicd workwesk. Nonethdess, looking over the sample shows anumber of
peoplewith zero “hoursworked lagt wesk” yet eamed incomes of over $20,000. They may have
been unemployed “last week,” or on vacation, or on Sick leave, or have seesond employment.
Thus thisvaiadeisnot what we redly wart, but it isthe best avalladle mesaure of effort. We
know from our experience with “Age Squared” that the coeffidients of varidblesin the regression
may be drongly influenced by omitting variddeswhich play ardein determination of the
Oependant variable Sowhat areweto do? The usud procedureisto bemoan the qudlity of the
data, through up ones hands and use the proxy variable, the nearest thing we can get to the
vaiablewewould liketo have. (“Proxy” isfrom Latin proxinus, nearest, next, most akin, most
like) Weghndl follow that procedure. So we put in Hours and Hours sguared and dedare thet
they are proxiesfor effort.

Thereltsare shown in the fourth pair of columns. The codffidient of about $193 per year for an
hour worked per wesk works out to about $4 per hour for the firg hour worked. For someone
working 40 hours per week, however, the vdue of the margind hour worked is up to about $6.
Oneimportant effect of induding the efort proxy isthéat the large negative codfficdent on the sex
vaiableis reduced somewhat, from - $12,414 to -$10,621, dill alarge number.

With peoplewho repart 7 hours of work during the previouswieek and an annua earned income of
$4000, one may wdl imagine that the reported work wesk isatypicd. But wherethere are
earnings of $20,000 with zero hoursworked, one suspectsthat the proxy isredly pretty bad. A
good hit of ingenuity has been expended on the question of what to dointhiscase. One possiblity
(nat without its own problems) isto redtrict the regresson to the individud s who report pogtive
hoursworked. We can esslly do that by sorting the sample on Hours and exduding from the
regresson theindividuals who reported O hours

Theresultisshowninthelagt pair of columnsin Table 7.3. The coefficent of $548 for thefirgt
hour per wesk works out to about $11 an hour for thefirst hour per wesk, but thistime the
coeffident on the Hours souared varigdle is negative o that the vaue of amargind hour for one
working 40 hoursis only about $7.50. These higher v ues with the reduced sample probsbly
meen that Hoursisabetter proxy for effart for thissample

Note thet reducing the sample changed some of theregiond coeffidentsquitealat. Thisreaultis
inlinewith their large computed andard erors, which indicate that they may be quite sengtiveto
changesinthesample



Exadse7.6: Add the hours proxy for effart to the regresson for your sample: How do your
reults compeare with those for sample 0?

Logarithmic variables

It hes perhaps occurred to you that the additive form of the function thet we have been esimating
may beingppropriate. For example, isit gopropriate to assume, asthe additive form does, theat
bang awoman reduces earned income by acondant amount no meatter what thewoman's
education, age, region, or hoursworked? Might it not be moreredidic to assume tha her earmned
incomeis reduced by acondant fraction of whet it would have been for amde with these same
characteridics?

If insteed of estimating
y = bx *+ byX
weedimate
Iny = b;x; + byX,
thenif wetekethe partid derivativeof both sdeswith repect to X, wehave

1Yy

y 9x
In other words, b, isthe proportional chengein'y, not the abosolute change, when X, changesby
oneunit.

Let usgpply thisideato our regresson. Usethe @LN() function (nat the @LOG() function) to
put the naturd logarithm of earningsin column B. Then do the regresson again. Thereaultsfor
sample0 are shownin thefird pair of columnsin Teble 7.4.

Thefird resut to noticeisagriking increasein RQ, which isnow up to .48, arespectable
number for thissort of work. Sscondly, we must now changethe interpretation of dl of the
codffidents. The codffident of -.4599 on the s2x varigle does not mean thet the womean eans 46
centsless rather it meansthat the naturd logarithm of her eamningsis 4599 bdow thet of her mde
“twin” If hiseamingsareM and harsare F, then

InF=InM - .4599
and taking the exponentid funtion of bath Sdesgives

F=M exp(-4599) = .631 M.
In other words her wageswere 37 percant lower then his

For codfidentsdoseto 0, you can use the goproximetion
IN(1+x)=x



to judge the percentage directly from the codfficdant. For example, from the codffident of .1161
on theNew Engand dummy, we may quickly judge thet the earings of someoneliving in thet
region will beroughly 11.6 percent abovethat of a"“twin” living in the Padific region. The correct
multipleisexp(.1161) = 1.1231 or 12.3 percant above the Padific twin'searnings

Theresuitsof usng only individuaswith positive hoursworked is shown in the second patr of

columns Asbefare the prindpd differenceisin asronger coeffident on hours

If we hed agood messure of hoursworked, it would be naturd to suppose that earingswould be
proportiond to hours Earings = W*Hours where W issomething like the wage rate. Butt then

we shoud have

In(Eamings) = In(W) + In(Hours),
In other words we should be regressing the logarithm of Earings nat on Hours, aswe have o
far, but on the logarithm of Hours Furthermore, the regresson coeffident should be 1L.0.

Full

Sample

RegCoef
Intercept 5.7098
Y earsSch 0.0286
Y Schq 0.0026
Sex -0.4599
Age 0.1134
Ageq -0.0012
NewEng 0.1161
MidAtlantic  -0.0354
ENCentral -0.2238
WNCentral -0.2506
SAtlantic -0.1221
ESCentral -0.1934
WSCentral -0.2363
Mountain -0.2285
Hours 0.0351
HoursSq -0.0002
LnHours
RSg 0.4824

SdErr
0.3132
0.0386
0.0015
0.0492
0.0099
0.0001
0.1154
0.0869
0.0858
0.1100
0.0844
0.1158
0.0961
0.1164
0.0032
0.0000

Reduced
Sample
RegCoef
5.1997
0.0176
0.0028
-0.4173
0.0990
-0.0010
0.0782
0.0141
-0.2040
-0.1798
-0.1629
-0.2047
-0.2895
-0.1478
0.0738
-0.0006

0.4969

SdErr
0.3136
0.0364
0.0014
0.0472
0.0108
0.0001
0.1128
0.0829
0.0827
0.1056
0.0804
0.1095
0.0918
0.1108
0.0055
0.0001

Full Sample

RegCoef
5.4910
0.0270
0.0028
-0.5003

0.1259
-0.0013

0.0926
-0.0340
-0.2251
-0.2399
-0.1230
-0.1828
-0.2287
-0.2276

0.2717
0.4558

SdErr
0.3205
0.0395
0.0016
0.0501
0.0100
0.0001
0.1181
0.0891
0.0880
0.1125
0.0865
0.1187
0.0985
0.1192

0.0188

Table 74 Regresson of Logarithm of Earmed Income

Reduced
Sample
RegCoef
3.8576
0.0213
0.0026
-0.4276
0.1064
-0.0011
0.0785
0.0240
-0.1824
-0.2020
-0.1583
-0.2018
-0.2812
-0.1647

0.8590
0.4884

But before we rush off to replace Hours with In(Hours), we had bet recdll thet the logarithm of O
ismnusinfinity. So now we redly must do something goedd about the cbsarvationswith O
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SdErr
0.3358
0.0367
0.0014
0.0474
0.0107
0.0001
0.1136
0.0835
0.0834
0.1062
0.0810
0.1104
0.0925
0.1115

0.0535



hours. | havetried two posshilities Inthefirg, | smply put a0inthe In(Hours) columnif Hours
were0. Theresultsare shown in thethird parr of cdumnsof Table7.4. It isdisconcarting thet
the coeffident on In(Hours) isonly .2117. The second possihility wasto exdude these
obsavaions Thosereadtsare shown inthelad par of columnsin Table 7.4. Herethe coefficent
on In(Hours) is .859, ressonably doseto our expected vaue of 1. The “femde disoount” isdightly
reduced, to -.4276, which works out to a 35 peroant “discount.”

Exedse 7.7: Convert the dependent vaiadle and the hours variable to logarithms and repeet your
regresson on the obsarvations with positive hoursworked.

Graphing thereauits

Perhgpsyou are curious to ssein amore grgphicd fashion how wel theindependeant vaiadles
sucoead in explaining the dependent variddle. The figure bdow showsthe predicted earings and
actud eamingsfor 100 randomly sdected individuds with pogtive hoursworked. Theregresson
used wastheladt pair of columnsin Table 7.4. The goreadsheet's ddllity to multiply matriceswas
usad to compute the predicted vaues, which weere then converted from logarithms beck to dallars
The pat of the sample with positive hours worked was then put in random order in the usud way,
and the grgph was drawn for thefirg 100 individuals  Bath axes of the graph usealogarithmic
scde Asmore paintsare put on the graph, many of them fdl on top of athers near the center and
becomelog totheeye Since only the outliers show up, agrgph like thiswith 200 or 300 points
tendsto exaggerate the gopearance of cate.
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Chapter 8
Sandard Deviations, L ossLimits, and Mexvals

We have dready naticed thet, when the Soreadshedt programs compute regression codffidents,
they dso compute numberswhich purport to be the dandard erars of these codfidents Inthis
chapter, we will see how those numbers are computed and under what conditionsthey can be
thought of as sandard deviations of the regresson codffidents Wewill dso show how to derive
from them other, more gricly destriptive Sdidicswhich aredways vdid.

All of these discussons will be gredtly fadilitated by the use of matrix notation, which will be
introduced and gpplied to our prollem in the next section.

1. Matrix notation for regresson
Tointroduce matrices let us condder again the equationswejus olved.  They were

Sb, + 250, + 290;= 75
250, + 2250, + 85h; =380
250, + 850, + 171h, = 415.

We could economize on bisand + 9gnsif wewould write them ingteed as

5 25 25| (b 75
25 225 85| |b,| =380
25 85 171) | b, 415

We have changed nathing by thisrewriting; we have just introduced ashorthand. Now let usthink
of thearray of numbarsontheleft asagngeentity and cdl it A. ThisA isametrix. Infedt, ay
rectangular aray of numbersisamatrix. The column of numberson theright Sdeisthendsoa
matrix, but anceit has only one column it may dso be cdled avector. Becauseitisavector, we
will denateit with alower caseletter and cdll it ¢. The column of the unknown bisisaso avedtor,
andwemay aswdl cdl it b. Then the whole equation can be written asjust

Ab=c
In thisequation, we say thet the matrix Ais"pogt multiplied' by the column vector b. What thet

meansisfuly explained by looking beck at the arigind equations Here areacouple of examples
to check your underdanding of multiplying amatrix by avedtor:



=119 4 0 8| 2| =|28].

373 23 3125 19
[2)
41 14 2 15\1 17

Notethet in order to pogt multiply the metrix A by the column vedtar b, b mus havethe same
number of rowsthat Ahascolumns The result will be acolumn with as many ronsas A hesrows
The number of rowsand codlumnsof amdrix are cdled itsdmendons. The matrix ontheleftin
thefird example aoveissadtobe"3 by 2', that isit has 3 rowsand 2 columns In generd, we
write"Ais (mn)" when we mean thet A has mrows and n columns

Now suppose that we have two mdrices Aand B. [If they are of the same dimensons we can
definethar um, A+ B, asthe matrix composed of the ums of the corresponding demantsinthe
two matrices For example,

[3 5) +[2 1) _[5 6)
4 3 35 78
When it comesto the product of two matrices AB, however, we do nat defineit asthe mtrix
composed of the products of corresponding dements Rather we ddfineit asthe metrix whose

firg column isthe product of A pogt-multiplied by thefirst column of B, and whose ssoond column
isthe product of A pos-multiplied by the second columnof B,and soon. Herearetwo examples

In order for the product AB to be defined, B must have asmany rowsas Ahescolumns: The
product will have as many rows as does A and asmany cdumnsasdoes B, In generd ABwill not
be the same as BA, though there are important oedd casesinwhich they arethe same

Itisessy to veify that (A+B) + C=A+ (B + C) —theorder inwhich we add matrices mekes no
difference -- and that (AB)C = A(BC) - the order in which we multiply makes no difference. Also,
aswith ordinary numbers, multiplication is didributive over addition: A(B+ C) = AB + BC.
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To express our leest-sguares problem in terms of mitrices, wee nesd just one more conoet, the
trangpose of amatrix. Thetrangpose of A denated by A, isthe matrix whosefird columnisthe
fird row of A, whose second cdumnisthe second row of A and soon. For example, if Aisthe
matrix

thenA'is

A/_[512)
231

If A= A, then the matrix must be square and issaid to be symmetric. Y ou can, with alittle
thought, seethet (AB)' = BA.

Now let usdenote by X the matrix of abservations on the independent varidbles and let y dencte
the vector of olbsarvations on the dependent vaiadle in our previousregresson example. Thus,

110 5 17
1 1 10
X =11 6 y = |12
110 3 16
1 0 10 20

Findly let b denote the vector of regresson coeffidents Wewant to dhoosebto minimize S the
aum of squared resduds In marix notaion, Sis

S=(y-Xb)' (y- Xb).
Theminimizing bisgiven by the eguation

XX)b= Xy.
It may take amoment to ssethat this equition isthe same asthe previous equiation 10. But just
writeout X' and X and gart forming the product XX, and you will soon redizetha you are
forming the metrix A with which we began thissaction. Note thet XX issymmetric.
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How can we show the process of solution of linear equationsin matrix notation? To do so wefirg
nead agpedd natation for any souare marix that hes 1'son the diagond running from top Ieft to
bottom right and is otherwise zero. Such amatrix iscaled an "identity” matrix and istherefore
denated by |. Natethet for any marix M, IM = M and Ml = M, wherel isan identity metrix of
goproprigte dimengon. Suppose now thet we have the matrix equaions Ax= ¢, whaeAisa
uare matrix and x and c arevedtars. If we can find some matrix B such thet AB = |, then A(BC)
= (AB)c= Ic= ¢, 30x= Beisthe solution of the equations Ax= C.

But how do wefind thematrix B? SnceAB, = |, AB, = |, and AB; = |, where the substript
denatesacolumnaf Bor |, we could just solve these equtions one-by-one for the columns of B.
Thereis however, an esser way; we can olvethemadl a once Table8.1 showshow. Inthefirg
threerows and firg four columns of each pand you will recognize the corresponding pend of
Table2.1. Inthefifth column we havewritten the right-hand Sde of the equations AB, = .



5. 25. 25.
25. 225. 85.
25. 85. 171
75. 380. 415.

1 S. S

0. 100. -40

0. -40. 46.

0. 5. 40.

1 0. 7.

0. 1 -04

0. 0. 30.

0. 0. 42.

1 0. 0.

0. 1 0.

0. 0. 1

0. 0. 0.

75.
380.
415.

1189.

15.

5.
40.
64.

14.75
0.05

42.

63.75

495
061
14

495

-0.233
-4.950

Table8.1: Regresson with Marix Inverson

Cokro

oCopro

001
04
-0.05

-0.143
0.015
0013

-0.610

oOr oo oOr oo

oOr oo

0013
0033
-1400

Now natice thet if we carry the pivot operations through this column aswel asthefirg four we
will havein it in the fourth pand the solution of the equation AB, = |,. Natethet gppending this
extracolumn hed absolutdy no effect on the previous four columns: Nor did the fourth column,
the origind right-hand Sde of the equations, have any effect on what hgppened in thefifth column.
We can, therdfore, gopend the ather cdumns of | asthelagt two columns of thefirg pand in Teble
8.1, cary through the pivating on them, and get in the top three rows of the last pand the matrix
B. We have gatten the solution for three sets of equationsfor congderaly lessthen threetimes

thework reguired for one

The matrix Bwhich we have found in thisway is cdled the"inverse” of A and isdenoted by A™.
From its congruction, we know that AA* = |. Itisadsotruethat A*A= 1, for Snce

AN = |
premultiplying by A™ gives
AlAA—l - Al
and post-multiplying by theinverseof A%, (A%, gives

AlAA—l(Al)—l - Al(Al)—l - I



A'A=.
Thus evay right invereisdo aldt invese

Wewill dso often use the fact thet the inverse of asymmetric matrix isitsdf symmetric. If
A=A, then

| = (AAY) = (AYA = (AYA
and post multiplying both sides of thisequation by A™ gives

A= (A,
whichisto sy, A issymmetric.

We can now summaize our discusson So far in one eguiation: the regresson codffidents
aegiven by theeguation

b= (XX)*Xy.

For future reference, we nesd one more conogt, the trace of asguare merix. Thetraceissmply
thesum of thediagond dements Thus if Cis(mm), thenthetraceof C, tr C, isjust

m
rc=22g,.
i=1

If Ais(mn) and Bis (nm) then AB and BA are both defined but are nat generdly equd to one
anather or even of the same dimengion. But both are sguare so thet tr(AB) and tr(BA) are both de-
fined. Now it isaremarkable and useful theorem that tr(AB) = tr(BA). To ssewhy thisistrue,
just nate that any demeant of A say &, 5, will enter into the sum that forms tr(AB) exactly onceand
thet onetimeit will be multiplied by the symmetricaly placed dement of B, b, ;. Now natice thet
thedemeant dso enter tr(BA) exadtly once and is again multiplied by the ssmedement of B. Thus
the sumsthat form tr(AB) and tr(BA) consgt of exadlly the same dementsand mudt therefore be
equd to oneanather. Working asmdl example will make this proof plain.

Exerdse 8.1 For the dataof exerdse 7.1, compute (XX), then Xy, and then, by matrix
multiplication, b= (XX)Xy.
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3. Sandard deviationsof regresson coefficents

Regresson coeffidents are gengrdizations of the ideaof the mean. Indeed, theregresson of a
vaiade y, onjud avector of 15 isjus the mean of y, asyou can quickly veify. Doesit meke
seneto tak about the sandard deviation of amean? Maybeyes maybeno. Thegradesonthe
miditerm examingion in this course this samester haveamean. Doesit meke senseto tak aoout
the sandard deviation of that meen”? For practicd purposes no. Y ou can, of courseg, imaginea
vad seaof gudentswho might have teken it but did not and never will, for exadtly the same course
and examwill never begiven again. If, a theend of the coursg, | do aregresson of thefind
grade on the midterm gradke, the regresson coeffident will be desriptive of thisdass Only by
invoking the dubious hypothess of the vagt seaof totaly non-exisent fudentsisit possbleto tak
about the gandard deviaions of thet regression coefficient.

Only if weare gpesking of the meen of variablesin arandom sample drawn from amuch, much
larger population doesit make much sanseto talk about the dandard devidion of the sample
mean. Thesameistrue of regresson coeffidents The Sandard deviations of the regresson
codffidents makelittle senseif the regresson is done on thewhole population. | mugt dressthis
dementary paint because it is often forgatten. The regresson programs do not know whether they
aeworking with asample or the whole populaion, so they it out numberslabded " tandard
devidions’ even when working with thewhole populaion. This paint becomes epedidly
important when we cometo regresson ontime sariesdata. We may cartainly regress GDP on M2
money supply inthe 1980s. The regresson coeffident thet results may beamost interesting
descriptive datigtic, but it has no meaningful Sandard deviation, because the regresson has used
dl thedata Do nat say that we could go badk to the 1970s or forward to the 1990s The
economy was quite different in those decades; the 1980'sin no senserepresent arandomsample

from, sy, the 20" century.

Wewill derive dandard deviaions of regresson coeffidents under the assumption thet they
vectar which we obsarve was generated from the mtrix X of independent varigdles by the
equation
y=XB +€ (83.0)
where B isacondant vector and € isarandom vaigble with zero mesn independently draan
from thesameidenticd didribution for al observations

Therearetwo differant interpretations of thisequation; onethat | may cal the earthly and the

other the heavenly. Inthe earthly interpretation, B is smply theb which would befound if the
regresson were done on the entire population, nat just thesample. Inthiscase thereisno
question ebout theexigence of B; thereis, however, conddarable question about whether or not it
is possble to maintain that the resduds from thet equation could be thought of asindependent
dranvingsfrom the sameidentical digtribution. For example, it might turn out in our exampleinthe
previous chapter thet the Sandard deviation for men was gregter then for women.

Thedtandiveinterpretation, which | cdl the heavenly, isthet thereisagrest Daamaker who
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tekesthetrue p and the X metrix, draws arandom vector €, computesy by (8.3.1), bundlesy and
X together in neat bundles and throws them out, one &ter anather, intothecosamos Orehit the
eath, exploded, and cregted the datawhich you areusng. Otherswere caught dsewhere, but nat
onthiseath. Everywhere oneis caught, someone computes the b and sendsin the esimate to the
cosmic data.oanter where martals like you and mewho do nat know thetrue velue of B tekethe
meen and the gandard deviations of the b'sthat pour in. Under thisinterpretation, it isalways
meaningful to talk about the $andard deviaion of the b veectors even though you will never sse
morethen one of them. Thereis however, apradlem. 'Y ou may be surethet you know thetruey
and X, but Datameker sometimesthrowsjokersinto the X marix, thet is variddleswhich hed
codffidentsof 0in B. Theresearcher'sjob, in thisinterpretation, isto compute confidence
intervasfor the regresson coeffidents and to point out the varidbles thet may be jokers because
thar confidence intervalsindude 0.

Y ou may be surprisad to lean thet the heavenly interpretation isvirtudly the only one ever taught.
Themathematicsfor determining variances and covariances of the regression coeffidentsis not
fected by the disinction between the assumptions but how one tregts the resultsis much
afected.

To devdop theformulasfor the variances of the regresson codffidents, wewill find it convenient
to use the term expected value of afunction of arandom varigdle. If xisarandom vaiablewith
dengty fundion f(x) and g(X) isafunction of X, the expected value of g(X), E(g(X)), is

E(9(x) = f g(x) f(x)dx.

Weaedready familiar with
E( =p and E((x - p? = 0>
If cisacongant, dearly E(cx) = cE(X).

Using the expected vaue natation, we can express our assumption ébout € by
E(€) =0 and E(€'€) = 0. (832
where 0 denotesavedtor of zeroes

With these prdiminaries out of theway, we can get down to busness. What arethe properties of
the least quares regresson codffidents, b? Let uslook firg & thar expected vaue:

E(b) = E((X'X)Xy) = E(XX)X/(XB + €)) = B + (X)) X'E(€) = B. (833)

Thefirg equdity here usad equation (8.1.2); the second used (8.3.1); the third just muitiplied out
the expresson and used the ddfinition of theinverse and the assumption thet the X matrix is
condant, non-random, and the lagt then used (8.3.2). Thisreault is often expressed by saying thet
bisan unbiased estimate of P.

Themarix of variances and covariances of the regresson coeffidentsis
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E(b- B)(b- By = E(XX)* XeeX(XX))
=(XX)* 0?1 X(XX)*
=0 (XX)™.
0 thevaiances of theb'sare the diagonds of this matrix; the dandard devidions are thair Square
roots If we knew 0% we could calculae the sandard devigions predisdly. Infadt, we never know
0% and mugt edimateit. Themost neturd esimate might ber'r/T, the variance of the residuals
Thisesimate would be biased, for - aswe shdl dhow -

) = (T-n)o?

where T isthe number of cbsarvationsar rowsof X and nisthe number of independant vaiables
or columnsaf X. To ssewhy thisfomulaholds, notefirdg thet

r = y-Xb= XB +e- XXX X'(XB +¢
= e-Me

whaeM = X(X'X)*X". ThisM isaremarkadle méatrix. Notethet M =M', and MM = MM =M
and that

tr M =tr X(XX)HX' = tr XXXX)* = trl=n,
wherel isthe (n,n) identity matrix. Now

r'r=(e- Me'(e- Me) =€e- 26Me+ éM'Me=€ee- eéMe
Sncerris(1,2), rr=trrr. SO

E(rr) =E(trrr) =Etr(ée- eMe) = E(ee) - E(tr(egM))

=To’ - tr(E(esM)) (Since expected vaue of asumisthe sum of the expected

vaues)
=To?- tr(6’lM) (WherelisThy T)
=To?- o4(tr M) = (T - n)o>.
Thus if weuses = rr/(T - n), wewill have an unbiased esimatein the sensethat E(S) = 02,

The “sandard devidions’ or “standard erors’ which your Soresdshest or regression program
gives are calaulated from (8.2.4) with this esimate of 02,

s, = S(4.95/2)*2.083] = 2.27
s, = r(4.952)* 015 =019
s, = 4952+ 033 =029

Exeds82 Cdcaulaethe gandard devidions of the regresson codffidentsfor the datain
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exedse7.1. Comparewith the output from regresson done with your Joreedshedt.

These dandard deviaions can be used, just aswere the Sandard deviations of the meen, to st up
confidenceintervasfor the coeffidents which would be found if we could do thisregresson for
thewhole populaion. If the eror teemsare normd, the regresson coeffidents will be normd.
Evenif thearor teemsare nat normd, random sampling and the centrd limit theorem can usudly
be rdied upon to produce gpproximatdy normdly digtributed regresson codffidents asthe sample
Szeincreasss beyond, say, fifty.

All of the above discusson has assumed that the X matrix was fixed, not random. But whenwedo
sampling, the X matrix will be different for eech sample Doesthat fact complicate metters?
Somewhdt, but not alat. E(b) isdtill B. Thevariance-covariance metrix of b, however, is different
for eech sample If you areludky, your X matrix will give narrow confidence intervas if itisnot
your day, your confidence intervaswill be broeder. But if you make 95 percent confidence
intervas on alarge number of random samples; they will indude dmost cartainly indude the
population value of the regresson coeffident in about 95 percent of the cases

If, however, we add avaiableto the regresson, dl betsare off. The new codffidet may befar
outside the 99 percent confidence interva around the coeffident firgt esimeted. In fact, we dmost
never know exactly whet variables should beinduded in X. Infact, the goproprigte variablesfor
theregresson may not bein our datasst. Thus the dandard deviationsgive usa very limited
confidencein our knonedge of the value of the regresson codfficient. Further, if we have donea
regresson over thewhole population of interes, they are nearly meaningless

Thenation of adding avarigdle wresks havoc with the heavenly interpretation of (8.3.1). If you
didn't have dl the necessary varidblesin the X matrix, then your b was not only not an esimate of
thefull B, it wasn't even an unbiased esimeate of the dements of B corresponding to dements of X
youddhave Theeathly interpretation suffers from no such problem. Whenyou added a
vaiableto X, you changed the values of the B vector for thewhale population. Both b vectors
thet you esimated from your ssmple were unbiased esimates of the B thet would be found from
the corresponding regression on the whale population vaues

4. Tegsof “dggnificance’

Most coursssin satistics give much atention to tests of “dgnificance” Briefly, aregresson
coeffident issad to be “dgnificant a the 5 percant levd” if the 95 percant confidenceinterva for
itdoesnatindudeQ. Two typesaf erarsarethen noted. Inthe Type 1 error, acodfident is
accepted as nonzero whenit isinfadt zero; inthe Type 2 aror, acodffident isdedared
inggnificant when in fact it is non-zero.

Thisisavery peculiar useof theword “sgnificant.” Condder two cases. Inthefirgt, wefind that

awoman has $10,000 per year lower eamed income that her mde “twin” and that the 95 peroant
confidenceinterva isfrom -$1,000 to +$21,000. In the second case, wefind that thisregression
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codffident is$6 with aconfidence intervd from $1to $9. Inwhich case havewefound a
sgnificant eaming difference? | would say thet in the second case we can be cartain thet the
eamings differentid is utterly inggnificant, not worth bothering about, whilein thefird caseit is
highly probable thet the differentid isvery important. But in dandard datigticd testing parlance,
the seoond caseis “significant” while thefirgt is “indgnificant.”

| urgeyou to avoid thisparverse use of languege. Think carefully about the meaning of eech
regresson codfiaent, aswe havetried to do intheexample Base any obsarvations about the
importance of the codffident on an economic interpretation of itsmeening. Say, if you mud, theat
its 95 confidenceinterva contains 0, So that what gppearsimportant may bejudt an acadent of
sampling. If you areworking with the whale population, donit even mention the cornfidence
intervas because they are virtudly meaningess

It is common practice among datistical workersto try anumber of explangtory vaiablesand then
to diminate those whose codffidents are less then, say, twice thar dandard devidion. Thus the
reported resuts dl look “sgnificant.” Under the “heavenly” interpretation, however, the
digtributions of the regression coeffidients found in thisway are unknown and the reported “tests of
sgnificance” invaid. Why? Becausein throwing out varigblesthat did not passthe “significance’
test, you may well have thrown ot variebles that, in fact, hed anon-zero vauein B. Putting thet
varigble back in might well cause the coeffidents of other variddles aswe know, to jump well
outsdethar cdculated confidenceintervds. The earthly assumption iskinder to this practice
Becausewe are nat daming to esimete anything more then the regresson coeffidentswhich we
would get if we had the whole populaion, our daim to unbiased esimates ssamsfairly sound.

Infact, we dmost never know a priori which variablesto putinto X. If we putin every vaiablein
dght, we are got to get many nonsense coeffidents: If we drop out something thet beongsin, we
hias (under the heavenly interpretation) other coeffidents Thereisno mechanicd procedure for
solving this problem. My adviceisto pay dose attertion to the economic meaning of the
coeffidents Indude varigblesthat have coeffidients of reasonable value and contribute to thefit,
exdude those that contribute little to the fit or have implausble vduesfor coefficents  But don't
daimthat theresits are “gatidticaly significant” because they aretwice the sandard deviations
produced by the regresson program.

Exedse83. Devdop an equation to explain the vaue of the housein which aperson lives
5. A shorteut to the sum of squared resduals

Theladt row of eech pand of Table 8.1 provides ashort-cut to the caculaion of S, the sum of
Quared resduds. We have nat yet explained thisrow. Inthetop pand, it contains the row vector
VX, YY), whichisthe trangpose of the fourth column, o thefirg four rows and columnsforma
symmetric matrix. Aswe genarde the sucoessve pands we carry through the piviat operations on
thelast row jugt ason the ather rows
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Now let me point out asurprisng "coinddence’. In thefourth pand of Table 8.1 wefind, inthe
pogtion whereyy was arigindly, the number 4.95. Thisisexadly the vduethat wegat for Shy a
totdly different procedurein Table 7.2. Can it bethat we can find the sum of squares by pivating
ingead of by cdaulating dl of theresduds squaring them and summing? Yes thatistrue Andit
isusgful inmany ways Let usssewthy itisso.

By thetimewe reach thelag pand in Table 8.1, wewill have subtracted from the origind last row
some combinaion of therows aboveit and gotten, in thefirgt three positions zeroes. What com-
bination of the rows above it did we sutract? Sincewe origindly hed in those postionsy'’X and,
ater subtracting we have 0, we mugt have subtracted a combingtion, given by the row vector c,
suchtha oX'X) =yX. Infad, this c isredly jus b, the trangpose of the vector of regresson
codfficents for

XX)b =Xy

8

bX'X) = yX
bXX) =y'X
ance (X'X)' = X'X. Thereforewha has been subtracted from the find postion of thislagt row is
bX'y. What was origindly init wasyy, owhet isleftisyy - b(XYy). Thedirect goproach to
cdaulaing Sfirg cdculates
r=y-Xb=y-XXX)'Xy
and thenforms
S =rr
=Yy - YXXX) XY - yXOXX) XY + yX XXX X)Xy
= Yy -YX(XX) XYy =yy - XY,
which isexadly wha the pivating gave.
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Now suppose for amoment thet we had st out to regress x, on x;. Wewould have formed exadly
the same 2-by-2 matrix thet we ssein the upper left corner of pand 1 of Table 8.1 and thefind
resuit would have bean the 2-by-2 in the upper left comer of pand 2. Thevduedf Sfor this
problem would have bean 100 and the regresson coefficient would have been 5. Similaty, if x;
hed been regressed on x;, the vdue of Swould have been 46 and regresson coeffident 5. (Because
X, isthe condant 1, the regresson coeffidents are the means, and the values of Sarethe sum of
uared devigtions from themeans) In generd, we seethat in pand i+1, dfter | pivot operations,
we can e the regresson coeffidents and values of Sfor theregresson on thefirg | variables of
eech of theremaining vaiadles Thus the regresson pands show agreat ded about the rdaions
among thevaridbles Can you give an interpretation for the dement in the third row and fourth
column of thethird pand (the number is42)?

Flease nate that eech pivat dement was the Svduefor the variddle about to beintroduced when
regressed on dl the previousvaues If apivot dement is zero, the regresson cannot continues but
azero pivat can occur only if the varigdle aoout to beintroduced was pafectly explaned by the
previousvaiades If thishgopenswhen, say thethird variddleis about to be introduced, the G
programwill give the message " Vaidde 3isalinear combination of preceding variables”" and will
abort thet particular regresson.

A moment'sstudy of Table 8.1 dhowsthet in each pand three of the cdlumns are the columns of
theidentity matrix. In working with acomputer, these identity columnsjust wagte goece, and it is
usud to sore only the non+identity columnsof the marix, asshownin Fgure 24. | will refer to
thissort of table as regresson with compect inverson.

Exerds284. Extend your previous computation with the data.of exerdse 7.1 toindudethe
"dependent vaiable' row in eech computation. Whet isSwhen only x1isused asan
explanatory varigle? When only x1 and x2 are used? When dl three are used? What are
the regresson codffidentsfor x3 regressad on x1 and x2?



6. Mexvalsand derivatives -- measur es of theimportance of each variable

Sofar, we have nat devdoped away to say anything about how important any particular varidble
isto thewhole equation. One messure desgned to hdp in answering this questionisthe "mexva”
of avaiade A vaiablésmexvd, or margind explanatory vaue, is defined asthe percentage thet
SEE will increeseif the variadleis omitted from the regresson and nat replaced by any ather,
though the coeffidents on the remaining varidbles are adjusted to do aswdl as possble without
thar departed comrade.

5 25 25 75

25 225 85 380

25 85 171 415

75 380 415 1189

0.2 5 5 15

-5.0 100 -40 5

-5.0 -40 46 40

-15.0 5 40 64
0. 45 -0.05 7.0 14. 75
-0.05 0.01 -0.4 0. 05
-7.0 0.4 30.0 42. 0
-14.75 -0.05 42. 0 63. 75
2.083 -0. 143 -0. 233 4.95
-0. 143 0. 015 0. 013 0.61
-0. 233 0. 013 0. 033 1.40
-4.950 -0.610 -1. 400 4.95

Fgure 8.2 Regresson with Compact Inverson

Mexva isesdly cdculated in the process of regresson with compect inverson. Withn
independent variades thisform of regresson leedsto afind pand likethis

A1 . @n @m
G - Gn Gm
&g - Fm Sm

whaem=n+ 1 Remembe tha thelower right dement isthe um of squared resduds Note

a0 thet the vdues of the ds do not depend upon the order in which the row reduction was done,
thet is, in regresson terms they do not depend on the order of introduction of thevariables. Let

usupposethat vaiadei wasthelagt to beintroduced and let us denote the dements of the pand
befareitsintroductionwith d. Then we havethefallowing rdation betwean theaand &:
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g = 1/ and &; = Vg,
3m = din/d ada,, =a./a
B = & - S/l and & = am * 3B/
Thus thedrop in the sum of squares of theresduds as variddlei wasintroduced -- and the
increasein that sum of souaresif it is now exduded from the equation — is 3, /3.
Thedandard eror of esimate of the equaion would thereforerise from
SEE =9t (@mlT)

SEE = 3t (@ + B /@) ),
wheare T isthe number of cbsavations Therdfore,
mexvd, = 100" ((SEE/SEE)-1)
= 100* (Sort(1H& /adm)-1).

For theexample of thetext, wefind

to

mexva, = 100* (sort(1 + (4.957(2.0834.95))) -1) = 83.74
mexval, = 100* (sort(1 + ( .61%(0.015%4.95))) -1) = 143.0
mexval, = 100* (sort(1 + (L407(0.033¢4.95))) -1) = 2589.

(The numbers a the right are cdculated from amore pred e inverse then thet shown above)

Theindghts of this section and the last can be combined to cdculate the derivaives of regresson
coeffidents with repect to one anather. Suppose that we were to dedide that we did not trugt the
vaue provided by regresson for the coeffident of some variddle and thet we wanted to fix the
vaue of that coeffident. What effect would that fixing have on the other coefficents? More
precisdy, what would be the derivatives of the other coefficients with respect to thet coefficient, if
the athers are detlermined to minimize the um of souared erars, given the vaue of the fixed codf-
fident? Supposethe origind equation waswritteny = Xb + Zc +r, where Z isaT-by-1 vedtor
andcisasda. Weaeasking, What isthe derivaive of the lees-squares vaue of b with repect
to c? Thelesst uuares esimate of b, given ¢, isb = (X’X) (XY - X'Z0), fromwhichit isdeer thet
the derivative of the vector b with regpect tothe scdar cis

da/de = - (XX)*(X'2),
whichisjudt the negative of the regresson coeffidents of Z on dl the ather varidbles. If Z hed
been tregted as the last independent variable, thet isjust the negative of what would have beenin
Zsodumn beforeit was pivoted on. To get it badk, we just unpivat. Inthe notation developed in
thissedtion, if Zisin cdumni, wewant &;. From the pivat operation, wehave g = 0 - &;/d; and
g = V/a;. Thesemay besdlved for -a; = g/a;. Inother words, to get the derivetives of dl of the
regression codffidentswith respect to codffident i, wejust divide theith columin of (X'X)™ by its
diagond demat. Theedaivaivesaevery ussful for ssang the sengtivity of one coeffident

79



with respect to anather. | have often seen it hgppen that an equiation hes severd codffidentswith
nonsengcd vaues, but by fixing one of the coeffidentsto asensble vaue, the others dso became
snsble Thedenivativesare useful for gootting uch Stugtions

Exerds28.7. Compute the mexvasfor x1, x2, and x3 with the data of exards27.1. Computethe
derivative of b, and b; with respect to b,.

Thet-vdues aretheratio of each regresson codfident to the esimate of its dandard devidion
madeusng thiss. From thefourth pand of Table 8.1, wefind the following t-valuesfor the
examplewe have devdoped in thetext:

t, = 495/st] (4.95/2)* 2.083] = 2.180
t,= BU(4.952)* 015) =3131
t,= LA0/p]4.95/2)* 033 = 4.874.

If the e are normelly distributed, and if the true value of some B, is zero, thisratio will havea
Sudent t didribution. (A good hit of mathematicsisrequired to badk up thet Smple Satement; see
my book Matrix Methods in Economics (Addison-Wedey, 1967) Chapter 6.) Thisdidribution
Oependson T-n, but for values of T - n over 30, the digtribution isindidinguishable from the
normd. Soif T-n> 30, then under dl of the previous assumptions—- namdy the exigence of a
true eguition of the form we are esimating, X nontstochedtic, and the dements of eindependent
of eech ather but dl having anormd digtribution with zero meen and the same variance - we can
sy, "If thetrue vdue of the regresson parameter is zero, the probehility thet we will obsarvea
t-vaueof over 20in absolute vaueislessthan .05." If we observe such avaue, we arethen
upposd to be 95 percent confident” thet the true vdueis different from zero.

A further question isthe rdaion of the mexvasto thet-Satisics Thet-vauefor theith varidble
5

=8/ rt(@mai(T - n)
and we have sen thet

mexva, = 100* (Srt(1+E;/aam)-1).
Sointemsof t, themexvd for the samevaiableis

mexva =100* (rt(1 + E/(T-n)) - 1).
Thus inthe same equationwhere T - nisthe samefor dl varigdles, t-vaues and mexvas convey
thesameinformation. The differenceisin ease of interpretation, esse of explanaion, and
"honesty”. Themexvd isexadly what it damsto be thet-vaueis an gopropriate messure to
look at only if onewantsto dam it to be something it probadly isnt. Of course, if one does--
despite dl exparienceto the contrary - bdieve the t-dory, then one may want at-vaue and the G
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program provides them.
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Chapter 9
Sydemsaof Economic Satidics

Inthefirg part of thisbook, we saw how to find and work with datigtics that hed been prepared
from primary data. In the sacond, we leerned about working with primary data, sampling, and
regresson on sampledata. Inthisthird part, we retumn to the datistics thet have dreedy been
organized into sysems

1. TheNational Incomeand Product Accounts

TheNaiond Incomeand Product Accounts (NIPA) condlitute amgor accomplisment of
economic theory and messuremant. When we comeinto theworld and find automobiles,
computers atheory of gravitation or of organic evalution, it is essy to uppose thet they have
adways been there, thet they are as utterly naturd asdonesand dars  Infadt, of course, they are
al human cregtions and represant gunning strokes of indght and much haed work. Thesameis
true of nationd accounts Onetendsto suppose thet they judt neturdly gppear every month like
the new moon. Infact, they are perhgpsthe Sngle grestest Sucoess of economic saence

Thefirg efort to messure nationd income goes beck to the 1650swhen William Petty, asurgeon
in Cromwdl'sarmy, wrate atract with thetitle Palitical Anatomy to urge that England was $rong
enough to invade France. From church records, Petty gat the number of familiesin eech parish.
Then he esimated the averageincome per family in each parish, and by multiplying and adding, he
found the nationd income, which he judged to be quite large rdative to the cost of asucoessul
invesion. (Unfortunatdy for Petty, Cromwell died in 1658; and with him, the zed of the English
amy.) While Petty'satempt wasfar from the sophistication of modern acoounts, it hed one
important fegture in common with them: it rdied on data (the church records) that hed been
compiled for tatdly other purposes

During World War |, the Tsar Nichalas |1 of Russa gppointed acommisson to etimatethe
income of Russato ascertan whether it was feasble for Russato continue thewar againgt
Gamary. Thecommisson, continued under Kerensky, mede itsreport Lenin, who then medethe
peece of Bred-Litovk. The commisson, however, hed worked out many of the prinaples of
nationd accounting. Itsreport cameinto the hands of twio young Russans, Smon Kuznetsand
Weasslly Leontief, who independently made their way to the United Siates During the 1920
Kuznets insaired by thisreport and now working at the Nationd Bureau of Economic Research (a
private research group thenin New Y ork City), began the construction of esimates of red gross
nationd product of the USA. When the Depression of the 1930s | eft the Government desparaeto
do something but with littleidea of even the megnitude of the problem, Kuznets was brought to
Washington to s2t up the besis of the nationd accounts. By the end of the 1930's GNP esimates
were published eech year, but the complete accounts could be printed on asingle page



Wasslly Leontief, who reeched the US only in the 1930's, began an amhbitious extenson of the
acoounts to acomplete input-output table, thet isto say, to atabdle dividing the economy into a
number of indudtries and showing for each indudry its sdesto each other indudry or category of
find demand (in theindugtry’'s row) and its purchases from ather indudtries and from various sorts
of pimary incomeinthecdumns  Such atableis shown vary schemdicaly beow.

+33133133313331333133313333033133333333333333333333133313331333133313331333)0331))))
* Buyers * Final Demands
+331331331133113333)313133131333133313331333333M33131333333333333333333333133333333333))))))

DI XS
*Sel | ers * Agric M g Services 5 PersCons |nvest Export | mport

Gov't * Total*
/I)))000000000000300000)))))))))))rd44444444444444444444444444444444444444444
444444u44444441

*Agricul ture * 0 100 0 5 700 50 120 -30
60 5 1000 =~

* 5
5 *
*Manuf act uri ng * 200 0 380 5 1400 500 500 -620
540 5 2900 ~*
* * 5
5 *
*Servi ces * 100 400 0 5 1600 150 50 -50

400 5 2650 ~*
L e 7 7 7 7 7 7 7 7 7 7 W 7 7 7 7 7 7

444444v)))))))1

*Consunp of Capital5 100 400 300 5
* 800 =

* 5 5

*Labor | ncone 5 450 1500 1400 5
* 3350 =

* 5 5

*Profits 5 25 200 300 5
* 525 =

* 5 5

*Net i nterest 5 75 200 200 5
* 475 *

* 5 5

*| ndi rect taxes 5 50 100 70 5
* 220 *

/33133)3313)1))))))q444444444444444444444444447))))))))))D))D)IIDIIIIIIIIIIIIIIIIINIIID)D
232030 N1

* *

*Tot al * 1000 2900 2650 * 3700 700 670 -700
1000 *11920 =+
-22333313331331331332)3333133133133333331333133332333313313313313313333333333333333333)I))))
DN~

* *

In this mede-up example, the economy has bean divided into three produding indudries;
Agriculture, Manufecturing, and Sarvices. Thefirg threerows of thetable (which we shdll cdll the
indugtry rows) describe the sdes of each of theseindudtries to each of the athers and to five broed
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categaries of find demand, Persond consumption (PersCon), Investment, Exports Imports, and
Govenmeant. Thesdesto any buyer indudes thet buyer's purchases of imported goods o the
"€’ toimportsisthe negaive of thetotd vaue of imports of the product intherow. Thus, the
um acrossany indugtry row (exduding thetata column on theright) isequid to the domedtic
output of the product of thet indudry. These sumsare shownin thelast column.

Bdow theindustry rows are the vaue-added or incomerons Thesum down any of theindustry
columns (exduding, of course, thetota row) isequd to thetotd vaue of the product of thet
indudry, which isjust what the correponding row summed to. Indesd, the vary ddfinition of
"profit" isthetotd vaue of sdes (therow sum) minusdl the cods thesum of dl theentriesinthe
column exoept the one in the profit row. When that differenceis put into the profit row, we can be
absolutdy cartain thet the sum of every industry column egualsthe sum of the corresponding
indudry row. (Herewecdl "L abor income" what the acoounts more completdy desgnate as
Wages and saies + Other labor income + Proprigtars income. Smilarly, what we have cdled
"Profits’ indudes dso what the accounts cdl Rentd income. See Account 1 bdow.)

Thisschematic table has two rectangles endosad entirdy by doublelines: The onein the upper
right cormner isthe Find Demand rectangle, and let us denatethe sum of itsdementsasF. Theone
inthe lower et comer isthe Vdue-added or Incomerectangle, and let us denatethe sum of its
dematsasV. The comergong, the fundamentd theorem of nationd accounting isthat F=V
dwaysand by definition. Before reading the next paragrgph, where | will explain why thisidentity
dwayshalds takeamoment to sseif you cannat proveit for yoursdf from what wes sadinthe
previous paragraph.

Wi, | expect you were sucoessul inyour own proof, but to be sure no one gets confused here, let
meadd my ovnverson. Let usdenateby Z theaum of dl theintemediae sdesfrom one
indudry to ancther, thet is, the sum of dl the dementsin the upper left square where the indudtry
rowsaosstheindugry coumns (Intheexample, Z = 1180)) Now, from thefact the sum of each
indudry row isequd to the sum of the carreponding indudtry column -- by the definition of
profits-- the sum of dl indudry rowsisthesum of dl indudry columns thetis Z+F=Z + V.
Now, just subtracting Z from both SdesgivesF=V. We dd| rdfer to thisequdity asthe
"product = income identity."

Thefirg input-output tables were made by Leontief and published in 1937 and, more completdly,
in 1939. Thesetableswere nat, however, integrated into the NIPA, for thet was not themain
direction of Leontief'sthinking. That integration was accomplished in England during World War
II. Itissad that Churchill complained to Keynesthat dl the economigswere produding was
theorieswhen he nesded to know how big the economy wasin order to plan thewar effart. In
other words the same question that Petty hed dedlt with three centuries earier - and that hed
plagued Nichdlas - was back. Keynes recommended that ayoung schalar by the name of Richard
Sone be put to work on the question. Stone produced nat only accounts but pushed further the
integration of the input-output table with the accounts After the war, he produced for the United
Nations avalume on the concepts and methods of meking nationd accounts: Thiswork defined
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the"Sydem of Nationd Accounts' (SNA) which has now goreed over mogt of theworld, for no
country can dford the luxury of remaning ignorant of whet isgaing on in itseconamy.

During World Wer 11, the embryonic accountsin the United States hed proven very useful, and in
1947 asgnificant expangon of the accounts gppeared, now on aquatealy bess Moreand more
odtall has been gradudly added to the NIPA, and they have become cantrd to businessforecadting
aswdl asto economic policy. Currently, about 1000 sries are available quarterly and about 5600
annudly. Itisplessant but hardly surprisng to note that Kuznets, Leontief, and Stone dl recaived
Nobd prizes ssparady, for thar work. The United States, however, having come out with its
own sysem of accounts before the gopearance of Sonesvolume, has nat adopted the SNA.
Thereisaprogram to rework the accountsinto the SNA format. Thetabdles presented herg,
however, arethe present U.S sandard, which, it mudt be sad, are eesier to fallow but lessdegant
then the NA.

The"product = income" identity is expressed in Account 1 of the NIPA shownin thefallowing
peges Thetop of Acoount 1 showsthe components of V, corresponding to therow sumsof the
income rows, and the battom haf shawsthe compasition of F, corresponding to the column sums
of thefind demand cdlumns. Obvioudy, amagnitude asimpartant asF or V isgoing to have a
name, and the nameis Grass domestic product (GDP). Acocount 1, therefore, howsthat Gross
domedtic product isthe same, whether computed asthe sum of incomes or asthe sum of the—-

vay different - find demands W, to be more predisg, the account showsthat the NIPA
datididans can't quite make the numbers from the two entirdy different sts of sourcesmatch. In
the upper hdf of the account, thereisthe amdl entry "Statidicd discrepancy.” It mugt be added to
theincome sourcesto get the find demand (or product) totas

The product = income identity hes further consequences Let uswriteit as

ParsCons + Inv + Bxp - Imp + Gov = ConCap + Leb + Prof + Netint + IndTax.
By amply re-aranging theterms, it implies

Inv + (Exp- Imp) = ConCgp + Lab + Prof + Netint + IndTax - ParsCons- Gov

Thefird term on the left is domestic investment, the second is net exports, and the entire right Sde
represents national saving, for it isthe sum of dl sources of income lessthe consumption of
parsonsand governments: Thus we have the rather surprising result thet if we know how much
our sving isand how much our invesmeant is we can deduce by how much our exparts excssd o
fdl short of our imports. Since the quantity Exp - Imp represents an increese in nationd weedth
abroad, it isdso known as net foreign investment. It gppears near the bottom of Acocount 4, where
it isdefined asthe resdud required to meke the battom of the account (imports) equd to thetop
of the account (exports). Now natein Acoount 5, the Saving = Investment acoournt, that exactly
the sameitem is added to Gross private domedtic investment to egud the sum of al sources of
sving.



This Acoount 5 isessantidly the above identity after some dgaarac trandformation of theright
hand 9de To seewhat hasbeen dong, let usfird usethe equation

Prof = ProfitTax + Dividends + UndistribProfits

to rewrite theright-hand Sde of the aboveidentity as

ConCap + Lab + ProfitTax + Dividends + UndistribProfits + Netlnt + |ndTax -

PersCons - Gov

and then rewrite the whole expression as

+ Lab + Dividends + GovTr + (Netlnt + IntPBP + IntPBG - IntRBG - PersTax -
Contrib - PersCons - |ntPBP

+ ConCap + UndistribProfits

+ IndTax + PersTax + ProfitTax + IntRBG + Contrib - GovTr - Gov - |ntPBG

wher e
GovTr = Government transfer payments to persons
I nt PBP = Interest paid by persons
I nt PBG = Interest paid by government
I nt RBG = Interest received by government
Contrib = Contributions for social insurance

Notethet if anew term was added a one place, it was Subtracted at another, 0 thet the totd
expresson hasthesamevdue. Inthefirg ling the expresson in parenthesisis assseninthe
bottom half of Account 2, is Persond interest income. ("Net interest” isinterest paid by busness
lessinterest recaved by busness thisteemistherefore interest paid by business, government and
personsminusinterest recalved by busness and govermment. Sincedl interest paid must be
recaived by someone, what isleft must berecaived by parsons) Thus thevdue of thefird lineis
amply Persond income - Persond taxes - Parsond outlays = Persond saving. Itisworked out in
Account 2 and thefind result entered in the "saving’ hdf of Account 5. The sscond lineisjust
Busness saving; it has no sgparate acoount to work it out, so thetwo itemsin the line gppeer
directly in Acoount 5. Thevadue of the third line isthe Government surplus or saving. Itis
worked out in Acoounts 3A and 3B and theresuiitsfor the two levds of govermment separady are
shown in Account 5.

Working out the conoeptud bess of the NIPA was dearly no smdl accomplisiment. The
empiricd implementaioniseven moreimpressve. After the early work by Kuznetsand Leontief,
thiswork wastaken over by the Departmeant of Commerce where along sucoesson of unaung but
unusudly dedicated and competent datisidans have labored to find ever better ways of finding
numbersto meatch the many concgaisinthe NIPA. A vary condenssd datement of the sources
usd ran 18 pages of fine print inthe July 1992 issue of the Survey of Current Busness Inthe
process of making the NIPA, many detalls emerge which are nat necessary for the identitiesbut are
nonethdessvduddle Some are hownin thetablesshown here: Thelineswherethereisa+, -, or
=dgntothelét of the name of theitem are the components of theidentities Itemswithout such
adgn aeamply showing someof the supparting detal in the accounts. Thereis much further
Oetall, egpedidly in the annua accounts
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Account 1. Nationd Income and Product Acoount
G oss Donestic Product by Type of Incone

1990 1995 1997

+ Conpensation of enpl oyees
3352.8 4215.4 4703.5
Wages and sal ari es
2757.6 3442.6 3878.5

Gover nnent
517.2 623.0 665. 3
O her

2240.3 2819.6 3213.2
Suppl enents to wages and sal ari es
595. 2 772.9 825.0
Enpl oyer contributions for social insurance
294. 6 366.0 408. 4
O her | abor incone
300. 6 406. 8 416. 6
+ Proprietors' inconme wth inventory val uation
374.0 489.0 544.5
and capital consunption adjustnents
+ Rental inconme of persons with capital
61. 0 132.9 148.0
consunption adj ust nent
+ Corporate profits with inventory val uation
397.1 649. 9 807. 4
and capital consunption adjustnents
Corporate profits with inventory val. adjustnent
358. 2 598. 4 548. 7
Profits before tax
371.7 622. 6 545. 4
Profits tax liability
140. 5 213.2 186. 0
Profits after tax
231.2 409. 4 359. 4
D vi dends
151.9 264. 4 336.1
Undi stributed profits
79.4 145.1 109.7
| nvent ory val uati on adj ust nent
-13.5 -24.2 5.6
Capi tal consunption adj ust nment
38.9 51.6 69. 7
+ Net interest
467. 3 425. 1 448. 1

1985

2425.
1995.
373.
1622.
430.
226.
203.
268.

48.

303.

230.
229.
96.
133.
92.
40.

73.
337.
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= National incone 3383. 4
4652.1 5912.3 6651.4

+ Business transfer paynents 20.9
26. 6 32.2 35.4

+ Indirect business tax and nontax liability 329.6
442. 6 582. 8 619. 4

- Subsidies less current surplus of gov't enterprises 21.9
25.3 25.3 26.1

+ Consunption of fixed capital 619. 6
696. 0 739.3 772. 1

= G oss national incone (4_11) 4198. 7
5747.5 7298.9 6069.4

+ Statistical discrepancy 2.4
17. 4 -28.2 -86.0

= Gross national product 4201.0
5764.9 7270.6 8061.8

- Receipts of factor incone fromrest of the world 108. 1
177.5 222.8 262.1

+ Paynents of factor incone to rest of the world 87.7
156. 4 217.6 281. 2

= GROSS DOVESTI C PRODUCT 4180. 7

5743.8 7265.4 8081.0

+ Personal consunption expenditures 2704. 8

3839.3 4957.7 5488.1
Dur abl e goods 361.0

476.5 608. 5 659. 1
Nondur abl e goods 927.6

1245.3 1475.8 1592.1
Servi ces 1416. 1

2117.6 2873.4 3236.9
+ Gross private donestic investnent 715.1

799.7 1038.2 1240.9
Fi xed i nvest nent 688. 9

791.7 1008.1 1172.6
Nonr esi dent i al 502. 0

575.9 723.0 845. 4
Structures 193. 3

200. 8 200. 6 229.9
Producers' durabl e equi pnent 308.6

375.1 522. 4 615.5
Resi dent i al 187.0

215.7 285.1 327. 3



Change in business inventories 26. 2
8.0 30.1 68. 3

+ Net exports of goods and services -114.2

-71.3 -86.0 -100.7
Exports 303.0

557. 3 818. 4 958. 0
| nports 417. 3

628. 6 904.4 1058.8
+ Governnment purchases 875.0

1176.2 1355.5 1452.7
Feder al 410. 1

503. 6 509. 6 523.8
Nat i onal defense 312. 4

373.1 344. 6 350. 4
Nondef ense 97.7

130. 4 165.0 173. 4
State and | ocal 464. 9

672.5 846.0 929.0
= GROSS DOVESTI C PRODUCT 4180. 7

5743.8 7265.4 8081.0
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Acocount 2. Persond Income and Outlay Acoourt

1985
1990 1995 1997
+ Personal tax and nontax paynments 437. 6
624. 8 795.1 988. 7
+ Personal outlays 2795. 8
3958.1 5101.1 5660.8
Per sonal consunption expenditures 2704. 8
3839.3 4957.7 5488.1
Dur abl e goods 361.0
476.5 608. 5 659. 1
Mot or vehicles and parts 175.7
210. 4 254. 8 263. 3
Furni ture and househol d equi pnent 126. 3
176.0 240.1 267. 4
Q her 59.0
90.1 113.6 128.5
Nondur abl e goods 927.6
1245.3 1475.8 1592.1
Food 466. 5
630.5 735.1 776.5
Cl ot hi ng and shoes 152. 1
205.9 254.7 277. 2
Gasol ine and oil 97.2
109. 2 114. 4 124. 6
Fuel oil and coal 13.5
12.0 10. 2 10. 8
Q her 198. 2
287.6 361. 4 402. 9
Servi ces 1416. 1
2117.6 2873.4 3236.9
Housi ng 407.0
586. 3 750. 3 826.5
Househol d operation 180. 3
226. 3 300. 7 328.6
Electricity and gas 88. 8
98. 7 119.5 127.0
O her househol d operation 91.4
127. 6 181. 1 201.6
Transportation 100. 0
143. 7 203.1 236. 3
Medi cal care 321.8
537.7 772.8 855.1
O her 407.0
623.5 846.5 990. 5
| nterest paid by persons 83.2



108. 8 128. 6 154. 8

Personal transfer paynents to rest of the world (n 7.8
9.9 14.8 17.8
+ Personal saving 216. 4
221.3 254. 6 224. 7
= PERSONAL TAXES, OUTLAYS, AND SAVI NG 3449. 8

4804.2 6150.8 6874.2

+ Wage and sal ary di sbursenents 1995.9
2757.5 3429.4 3877.3

Comodi ty- produci ng i ndustries 620. 7

754. 2 864. 3 960. 2
Manuf act uri ng 468. 9

561. 2 648. 4 705.9
Distributive industries 476. 5

634. 1 783. 1 876. 2
Service industries 525.0

852.1 1159.0 1375.5
Gover nnent 373.8

517.2 623. 0 665. 3
+ Ot her | abor incone 203.1

300. 6 406. 8 416. 6
+ Proprietors' inconme wth inventory val uation 268. 6

374.0 489. 0 544.5
and capital consunption adjustnents (CCAdj)

+ Rental income of persons wth CCAd] 48. 1

61. 0 132.9 148.0
+ Personal dividend incone 88.3

142.9 251.9 321.5
+ Personal interest incone 508. 4

704. 4 718.9 768. 8
Net interest 337. 2

467.3 425.1 448. 1
| nterest paid by persons 83.2

108. 8 128. 6 154. 8
| nterest paid by governnent 195.9

268. 6 314. 1 319.1
-Interest received by governnent 107.9

140. 4 148.9 154.1
| nterest paid by persons 83.2

108. 8 128. 6 154. 8
+ Transfer paynments to persons 486. 6

687.8 1015.0 1121.2
A d-age, survivors, disability, and 253.4

352.0 507. 8 566. 7
heal th i nsurance benefits



Gover nnent unenpl oynent i nsurance benefits 15.7
18.1 21.5 21.8

Vet erans benefits 16.7

17.8 20.8 22. 4
Gover nment enpl oyees retirenment benefits 66. 6

94.5 133.6 153. 4
Q her transfer paynents 134.1

205. 3 331.3 356. 9
Aid to famlies with dependent children 15. 4

19.8 23.3 18.7
O her 118. 7

185.5 308.0 338.2
- Personal contributions for social insurance 149.0

223.9 293.1 323.7
= PERSONAL | NCOMVE 3449. 8

4804.2 6150.8 6874.2



Acocount 3A. Fedard Govamment Reod pts and Expenditures Acoount

1990 1995 1997

+ Pur chases
503. 6 509. 6 523. 8
Nat i onal defense
373. 1 344. 6 350. 4
Nondef ense
130.4 165.0 173. 4
+ Transfer paynents (net)
513. 3 720.9 795.5
To persons
500. 0 709. 4 782.2
To rest of the world (net)
13.3 11.5 13.3
+ Gants-in-aid to State and | ocal governnents
132. 4 211.9 224. 2
+ Net interest paid
179.9 224. 8 230. 2
I nterest paid
208. 2 250.0 254.5
To persons and busi ness
167.1 188.7 123.3
To rest of the world (net)
41.0 61. 3 67. 4
- Interest received by governnent
28.3 25.2 24.3
+ Subsidies |less current surplus of gov't enterprises
32.4 36.4 38.3
Subsi di es
28.1 33.7 34.2
- Current surplus of governnment enterprises
-4.3 -2.8 -4.2
- Wage accruals | ess disbursenents
0.1 0.0 0.0
= Federal Expenditures
1284.5 1637.6 1752.2

+ Surplus or deficit (-), N PA basis
-154.6 -174.4 -25.8
I n social insurance funds
80.1 54.1 63. 7
O her
-234.8 -228.6 -71.7
= FEDERAL GOVERNMVENT EXPENDI TURE AND SURPLUS

%

1985

410.
312.
97.
379.
366.
12.
100.
126.
153.
130.
23.
26.
25.
22.

-162.
33.
-196.

811.
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1129.8 1463.2 1281.6

+ Personal tax and nontax receipts 343. 7
485. 7 605. 8 774. 4
| ncone taxes 336. 7
472.7 588. 7 751.1
Estate and gift taxes 6.4
11.6 14.9 20.6
Nont axes 0.6
1.4 2.2 2.7
+ Corporate profits tax accruals 76. 2
117.9 182. 1 212. 8
Federal Reserve banks 17.8
23.6 23.4 15.9
O her 58.5
94. 4 158. 7 142. 1
+ I ndirect business tax and nontax accrual s 58. 2
65.1 93.5 91.3
Exci se t axes 34.5
35.1 58.1 58.7
Custons duties 12. 2
17.5 19. 4 19.8
Nont axes 11.5
12. 4 16. 1 12.9
+ Contributions for social insurance 333.1
461.1 581. 8 645. 9
= FEDERAL GOVERNMENT RECEI PTS 811.2

1129.8 1463.2 1281.6



Account 3B. Sate and Locd Recapts and Expenditures Acoount

1985
1990 1995 1997
+ Pur chases 464. 9
672.5 846.0 929.0
Consunpti on 382.7
550. 1 698. 6 762.9
| nvest nent 82.3
122.5 147. 4 166. 1
+ Transfer paynments to persons 101. 8
166. 5 280. 6 311.8
+ Net interest paid -38.9
-51.7 -59.6 -65.2
I nterest paid 42.1
60. 4 64. 1 64. 6
Less: Interest received by governnent 80.9
112.0 123.7 129.8
- Dividends received by governnent\ 1\ 4.5
9.0 12.5 14. 6
+ Subsidies |less current surplus of gov't enterprises -3.3
-7.1 -11.2 -12.2
Subsi di es 0.3
0.4 0.3 0.3
- Current surplus of governnment enterprises 3.6
7.5 11.5 12. 6
- Wage accruals | ess disbursenents 0.0
0.0 0.0 0.0
= Expendi tures 437. 8
648. 8 895.9 982.6
+ Surplus or deficit (-), N PA basis 91.0
80.1 103.0 80.2
Soci al insurance funds 47.0
59.9 70.5 71.4
O her 44. 0

20. 2 32.5 26.7
= STATE AND LOCAL GOVERNMENT EXPENDI TURES AND SURPLUS 528.7
729.0 999.0 812. 5

+ Personal tax and nontax receipts 93.9
139.1 189. 4 214. 3
| ncome t axes 72.1
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106. 3 140. 3 159. 8

Nont axes 9.9
15.5 26.6 31.0
O her 11.9
17.2 22.4 23.5
+ Corporate profits tax accruals 20. 2
22.5 31. 1 39.5
+ I ndirect business tax and nontax accrual s 271. 4
377.6 489. 3 528.1
Sal es t axes 131.1
183. 2 239.4 257. 4
Property taxes 107.0
155. 4 197. 4 208. 7
O her 33.3
38.9 52.5 62.0
+ Contributions for social insurance 42. 8
57.4 77.2 86. 2
+ Federal grants-in-aid 100. 3
132. 4 211.9 224. 2
= STATE AND LOCAL GOVERNVENT RECEI PTS 528.7

729.0 999.0 812.5



Acoount 4. Foragn Transations Acoount

1985
1990 1995 1997
+ Exports of goods and services 303.0
557. 3 818. 4 958.0
Exports of nerchandi se 222. 3
398.5 583.9 686. 5
Foods, feeds, and beverages 24.5
35.2 50.5 51.1
| ndustrial supplies and materials 59. 4
101. 8 141. 3 152. 7
Dur abl e goods 16.9
35.7 49. 8 55.1
Nondur abl e goods 42.5
66. 1 91.4 97.7
Capi tal goods, except autonotive 79.3
152. 6 233.8 294.5
Cvilian aircraft, engines, and parts 13.6
32.2 26.1 41. 4
Conmput ers, peripherals, and parts 14.7
25.9 39.7 49.5
O her 51.1
94. 4 168.0 203. 6
Aut onoti ve vehicles, engines, and parts 25.0
36.5 61. 8 73.6
Consuner goods, except autonotive 14.6
43. 7 64. 4 77.5
Dur abl e goods 6.4
23.8 32.8 40.0
Nondur abl e goods 8.2
20.0 31.6 37.6
O her 19. 4
28.9 32.1 37.1
Dur abl e goods 9.7
14. 4 16.1 18.5
Nondur abl e goods 9.7
14. 4 16.1 18.5

+ Receipts of factor inconme fromthe rest of the world 108. 1
177.5 222.8 262.1

+ Capital grants received by the United States (net) 0.0
0.0 0.0 0.0
= RECEI PTS FROM THE REST OF THE WORLD 411.1

734.8 1041.2 1220.2



+ I nports of goods and services
628. 6 904.4 1058.8
| mports of nerchandi se
508.0 757.6 888. 8
Foods, feeds, and beverages
26.4 33.2 39.7
| ndustrial supplies and materials
78. 1 119.9 135.1
Dur abl e goods
38.4 59. 8 69. 2
Nondur abl e goods
39.6 60. 1 65. 9
Pet rol eum and products
62. 3 56.1 72.1
Capi tal goods, except autonotive
116.1 221. 4 254. 1
Civilian aircraft, engines, and parts
10.5 10. 7 16. 6
Conmput ers, peripherals, and parts
22.9 56. 3 70.1
Q her
82.7 154. 4 167. 3
Aut onoti ve vehicles, engines, and parts
88.5 123.8 141. 3
Consuner goods, except autonotive
105.0 159.9 192.9
Dur abl e goods
55.7 83.7 98.4
Nondur abl e goods
49. 3 76. 2 94.5
Q her
31.7 43. 2 53.5
Dur abl e goods
15. 8 21.6 26. 8
Nondur abl e goods
15. 8 21.6 26. 8

+ Paynents of factor incone to the rest of the world

156. 4 217.6 281. 2

+ Transfer paynents to rest of the world (net)
28. 4 33.6 39.4
From persons (net)
9.9 14.8 17.8
From gover nnent (net)
13.3 11.5 13.3

100

417.
343.
21.
59.
30.
28.
51.

61.

47.
64.
66.
38.
28.
18.

87.

23.

12.
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Fr om busi ness 3.1
5.2 7.3 8.3

+ Net foreign investnent -117.0
-78.7 -114.3 -115.8

= PAYMENTS TO THE REST OF THE WORLD 411.1
734.7 1041.2 1263.6
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Acocount 5. Gross Savings and Investment Acoount

1985
1990 1995 1997
+ Gross private donestic investnent 715.1
799.7 1038.2 1240.9
+ Net foreign investnent -117.0
-78.7 -114.3 -115.8
= GROSS | NVESTMENT 598. 1
721.0 923.8 1125.1
+ Personal saving 216. 4
221.3 254. 6 224.7
+ Wage accruals | ess disbursenents -0.2
0.1 13.1 1.2
+ Undi stributed corporate profits with | VA and CCAdj -33.4
54.0 117.7 34.3
+ Consunption of fixed capital 486. 6
651.5 796. 8 867.9
+ Federal surplus -162.9
-154.6 -174.4 -25.8
+ State and | ocal surplus 91.0
80.1 103.0 80.2
+ Capital grants received by the United States (net) 0.0
0.0 0.0 0.0
+ Statistical discrepancy 2.4
17. 4 -28.2 -86.0
= GROSS SAVI NG AND STATI STI CAL DI SCREPANCY 598.1

721.0 923.8 1125.1
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2. Priceindexes

The account shown above aredl in current prices, thet i, the datafor 1980 arein 1980 prices,
whilethosefor 1990 arein 1990 prices and o on. The accountsin current prices arefinefor
showing therdaions among vaiousitamsinthesameyear. But they are of limited ussfulnessfor
comparing vaiables across years, because inflation hes moved up many prices How to messre
price changes and putt the accountsinto “congant” pricesis one of the most vexing subjects of
gpplied economic datidtics

XXX MOrexxx
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