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ABSTRACT

Title of Dissertation: Investment in a Macroeconometric
Interindustry Model.

Douglas S. Meade, Doctor of Philosophy, 1990
Dissertation directed by: Clopper Almon, Jr.

Professor of Economics
Department of Economics

This dissertation describes the development and simulation
testing of alternative equipment invéstment equations incorporated
within the INFORUM model, a large macroeconometric interindustry
forecasting model of the U.S. economy. The equations are compared on
the basis of their ability to track the actual behavior of investment
at the industry level and to give reasonable forecasting results in a
simulation framework.

The dissertation consists of four parts. In the first part I
develop a selected survey of the relevant theoretical and econometric
literature, including a discussion of previous models done at INFORUM
and investment equations in some major macroeconomic models. In the
second part I present the development and specification of 8
alternative econometric investment eqﬁations. In the third part I
present and discuss the estimated parameters and fitted plots of
these 8 models. Finally, in the fourth part I present the results of
comparative tests of the 8 models. I conclude that an autoregressive
model generally outperforms all other models considered here in both

within-sample and out-of-sample simulations in a 7 year annual



simulation. However, models based on Cobb-Douglas production
function and the Generalized Leontief cost function also perform well
in the out-of-sample simulations, and are to be preferred on
theoretical grounds.

This study is distinguished from other published works on
investment in two ways. First, investment demand is studied‘at a
much lower level of aggregation than in most other studies, using
investment data developed by the author. Second, the performance of
a variety of models 1is critically tested by using a simulation
framework within what is essentially a general equilibrium

econometric model.
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CHAPTER I

RATIONALE FOR THIS STUDY

1. Introduction

Econometric studies on investment now number well into the
hundreds. Theoretical studies are even more numerous. One would be
Jjustified asking what information could be gained from yet another
econometric study on investment. This study addresses a question
which has not been adequately dealt with in the investment literature
to date: Which empirical specification explaining equipment
investment performs the best at an industry level of detail in a
dynamic general equilibrium framework? This matter is investigated
using gross investment data for equipment for 53 industries
comprising the total U.S. economy. Eight alternative sets of
empirical investment equations are developed and tested within a
macroeconomic interindustry model, developed at the Interindustry
Forecasting Project at the University of Maryland (INFORUM). These
equations are representative of the investment equations appearing in
the empirical literature, in other macroeconomic models, and in
previous versions of the INFORUM model.

The literature contains 1investment studies based on the
accelerator theory, the liquidity theory, the neoclassical theory,

the g theory, and others. Other theoretical developments that have



aided our current understanding of the determinants of investment are
the theory of adjustment costs, the theory of interrelated factor
demands and from the theory of duality, with the concomitant
proliferation of flexible functional forms.

Econometric techniques such as nonlinear three-stage least
squares, maximum likelihood, and optimal control models have
developed in parallel with the empirical estimation of investment
equations. A multitude of polynomial distributed lag models have
been used to capture the dynamic behavior of investment. Equations
have been fit for aggregate, industry level and firm level data,
cross sectional and time series (or pooled), quarterly and annual
data, for equipment or structures investment, or for both combined.

A relevant, though ill-defined question should be addressed:
Which investment model, with its empirical counterparts, is in some
sense "the best"? The answer to this question may involve the
consideration of a number of issues. Should we judge models by their
fit to the historical data? Is the reasonableness and consistency of
the underlying theory supporting the empirical equation important?
What weight should be given to estimating proper signs and reasonable
values for the parameters, versus fitting the data as closely as
possible? To what extent has the increasing sophistication of theory
and the relation of theory to econometric techniques contributed to
our ability to model investment in applied work?

The first major contribution of this study is that it gives
full consideration to the above issues. However, the main goal is to

develop a set of equations which will yield accurate and reasonable
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forecasts in the context of a complete interindustry model.
Therefore, 1 have given the most emphasis to performance of the
alternative equations in the context of the full INFORUM model in
dynamic simulations.

The second major contribution of this study is the construction
of a set of constant dollar gross equipment investment data for
roughly 53 industries comprising the U.S. private economy.1 These
data are the first set of industry level data that I know of that is
consistent with the benchmark capital flow tables developed by BEA,
and consistent with the published Producers’ Durable Equipment (PDE)
series in the National Income and Product Accounts (NIPA). The
construction of this data is described in Appendix A.

These data were used to estimate the eight alternative
investment equations from 1953 to 1985 and then simulate their
performance within the INFORUM model. The same equations have also
been estimated only through 1977, and then simulated from 1977 to
1985. This simulation shows how well the equations fit in periods

beyond the sample set. The performance of the equations is appraised

1This level of aggregation matches that of the B-matrix of the
Inforum model. The B-matrix, or capital flow matrix, is a bridge
which translates demand by investors (buyers) into purchases from
various producers’ durable equipment categories (sellers). Producers’
durable equipment is a component of sectoral final demands, which in
turn affect the sectoral output levels. Since all of the equations
tested in this study are affected by changes in sectoral outputs,
this constitutes a mutual feedback between output and investment.



by the closeness of fit of the simulation, the reasonableness of the
sign and magnitude of responses to the explanatory variables, and to
the timing of the responses. Obviously this method of appraisal is
somewhat subjective. The individual researcher must determine the
relative weights to assign to the various criteria used to evaluate
the models. However, this is perfectly natural, since different
researchers place different demands upon their models.

The following section briefly describes the INFORUM

interindustry model in which these equations were tested.

2. The INFORUM Model

The INFORUM model2 is a dynamic interindustry or input-output
model that forecasts both final demands and prices at the industry
level, with a forecast horizon of 5 to 20 years. The model is also
in many respects a macro model, forecasting such variables as the
unemployment rate, the savings rate, interest rates, and the
government deficit. However, in the INFORUM model most of these
macroeconomic variables are constructed from subaggregates at the
industry level. For example, the calculated unemployment rate is
directly related to the forecasts of employment by 55 industries.

The intermediate coefficient matrix, or A-matrix, consists of 78 rows

2The following description of the INFORUM model is of necessity
extremely brief, giving only a bare outline of the operation of the
model. For a more detailed depiction of the various parts of the
model, the reader is referred to Monaco (1983).



and 78 columns. Final demand consists of demands by consumers,
government, investors 1in equipment and structures, government,
inventory change and exports. Each of these final demands is
specified for the products of each of 78 industries. However,
equipment investment is first forecast for a total of 55 investing
sectors, and then translated through a 78-by-55 B-matrix (capital
bridge matrix) to arrive at producers’ durable equipment (PDE)
demands for 78 categories. Likewise, structures investment is
forecast for 31 categories, and then translated through the 78-by-31
C-matrix (construction bridge matrix) to obtain demands relating to
categories of construction for 78 types of construction inputs.
Personal consumption expenditures (PCE) are forecast for 78 consumer
goods categories (which are different from the 78 output sectors) and
translated into demands for the 78 producing industries by a 78 row
by 78 column consumption bridge matrix.

Sectoral outputs are calculated by the Gauss-Seidel method,
using the A-matrix in conjunction with the sum of final demands.

This is equivalent to the calculation of outputs by

(2.1) q= (- 47"
where q is the column vector of outputs, f is the column vector of
the sum of final demands, and A is the A-matrix of intermediate

coefficients.3 Since the equipment and structures investment

3This identity is derived from the basic identity:



equations are also solved simultaneously with output, the model
returns to recalculate investment after outputs have been solved.
The close relationship between output and investment gives rise to
the investment-output 1loop, which repeats until outputs converge
within a specified tolerance.

After the investment-output loop has converged, employment by
industry is calculated, based in part on sectoral outputs. Given an
exogenous labor force projection, and employment by industry, the
unemployment rate is calculated as an identity.

The forecast of final demands and employment, and the
calculation of output summarized above comprise the "real side" of
the INFORUM model. This block of the model is responsible for the
calculation of "real" or constant dollar (deflated) quantities.
After employment has been calculated, the real side is essentially
finished, and the flow of control moves to the "price side". The
purpose of the price side 1is the calculation of value added
components by roughly 40 value added sectors. Value added is then
used to calculate domestic producer prices for the 78 input output

sectors, from which consumption prices, equipment prices and energy

A + £ = g

which means simply that output is equal to the sum of intermediate
plus final demands.

In the solution sequence of the model, both imports and
inventory change are calculated in conjunction with the Gauss-Seidel
loop that <calculates outputs. This is due to the close
interdependence of these final demand categories with output.



prices can be derived, as well as such macro aggregates as the GNP
deflator. These value added components include profits, proprietors’
income, rental income, dividends, corporate and noncorporate capital
consumption allowances, labor compensation and net interest.
Domestic producer prices are calculated from the A-matrix and value
added using a version of the Gauss Seidel process that calculates

outputs. This process is equivalent to the calculation:4

(2.2) p=v-at
where p is is row vector of domestic producer prices indexed to 1.0
in the base year of the A-matrix, v is a row vector of unit value
added (value added per constant dollar of output), and A is the
matrix of intermediate input-output coefficients.

In addition to the primary calculations of final demands and
employment on the real side, and value added and price on the price
side, the model includes a personal tax submodel, which calculates
the before and after tax distribution of income, based on various
components of the tax code. Another submodel is the "accountant", or
NIPA model, which calculates many of the aggregates included in the
National Income and Product Accounts. Miscellaneous macroeconomic

variables that are calculated include interest rates, the savings

4This is derived from the basic identity:
pPAq + vq = pq

or pA+v=p



rate, disposable income, tax revenues and the government deficit.

After the price side has converged, and the NIPA calculations
have been performed, the model returns to the real side to
recalculate final demands and employment based on the prices and
macroeconomic variables calculated on the price side. The model
continues this iterative recalculation of the real side and the price
side until the industry output solution converges. This iteration is
necessary because the model is a general equilibrium model. Real
quantities depend upon prices, but prices also depend upon real
quantities. The iteration procedure in the model is an efficient way
of solving for the inherent simultaneity between the real and price
side.

In order to perform the simulation exercises discussed in
Chapter V, it was necessary to reprogram the INFORUM model to give it
full historical simulation capabilities.S The model can now start
and end in any year, and subsets of the model can start simulating in
any year. For example, equipment and structures investment could be
simulated along with outputs, while treating the remaining parts of
the model as exogenous. Values of right hand side variables can be
taken from a previous run of the full model, or introduced

exogenously, to perform hypothetical scenarios. A simulation of

5The details of this reprogramming will not concern us here.
However, the development of the INFORUM model into a full simulation
model was a major part of the work required for the production of this
study.



investment by itself over a historical period should yield the same
results as the fitted value of the equation, and thus be a purely
static simulation. Alternatively, other parts of the model can be
brought into play to examine their effects on the simulation. I know
of no other simulation tool of this size and complexity that can be
brought to bear on the problem of finding an investment model that
simulates well. The ability to model the interactions between
investment and prices and outputs at the industry level provides an
exhaustive test of the performance of the alternative investment

models examined here.

3. Goals of This Study

The basic objective of this study, as mentioned in section 1,
is to find a set of econometric equipment investment equations that
simulate historical performance well at the industry level, and whose
structure is well-grounded in microeconomic theory. These equations
preferably should allow us to address typical questions such as the
effects of various tax policies on investment, or what to expect from
a general increase in real wages or real energy prices. We would
expect the equations to give reasonable forecasts over the five to
twenty year horizon.

Previous investment models tried at INFORUM will be reviewed in
chapter II. Of the various investment models developed at INFORUM,
only two have been tested in simulations, and only one of these was
with the entire model used in the simulations. This study, on the

other hand, reports the results of a whole battery of dynamic



simulation tests both within and beyond the sample period for eight
alternative models.

In the process of determining an optimal set of investment
equations, I will assess some of the various methodologies for
evaluating and comparing simulation performance. I will also deal
with the question of whether or not the simulation approach is really
appropriate for testing alternative models.6 Finally, I will attempt
to determine how well the price and output elasticities implied by
our estimated equations conform to the behavior of the equations
within the full model.

The next chapter will review some of the relevant theoretical
and empirical 1literature on investment, as well as previous
investment equations in the INFORUM model, and the investment
equations used in other macroeconomic models. Chapter III will
present the alternative investment models. Estimation results will

be given in chapter IV, and simulation results in chapter V.

6Howrey and Kelejian (1971) have pointed out that in a
simultaneous equation model with nonlinearities, even if we were to
estimate the "true" model, simulated values of model variables would
diverge somewhat from the actual values. This behavior is due to the
fact that the expected value of the error of an equation will not be
zero when solved in the context of the entire model, even if the
disturbance term in each individual equation has a 2zero expected
value. Furthermore, the errors will compound over time. This
question will be further dealt with in Chapter V.
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CHAPTER 11

SELECTED SURVEY OF THE LITERATURE

This chapter will review selected theoretical and empirical
literature from the 1970s and 1980s that 1is relevant to the
development of the various investment models tested in this study.
The discussion of empirical investment studies in section 1 serves as
an extension and update to Jorgenson’s (1971) survey. Sections 2 and
3 summarize two important lines of theoretical work during that
period. The first is the more complete development of the theory of
interrelated, dynamic factor demands and the associated specification
of how adjustment costs can be used to rationalize the dynamic
response of investmenf to its determining factors. The second is the
rise to prominence of the family of flexible functional forms, and
the development of the underlying duality theory which gives
theoretical support for the use of these functional forms. In
section 4, previous investment equations used in the INFORUM model
are discussed. Section 5 is an overview of the investment equations
used in the major macroeconomic models.

One of the goals of this study is to determine if the recent
developments in investment theory have really contributed to our
ability to build a working, reliable econometric investment model.

If the selection of investment equations from the macro models

11



presented in section 5 1is representative of current empirical
forecasting use, then it appears that new theoretical developments
are outstripping the ability of practitioners to successfully
incorporate them into their models. Alternatively, it 1is possible
that the sharpening of theoretical tools has Jjust not improved our

ability to develop useful forecasting models.

1. Empirical Investment Models

| A review of the entire investment literature certainly is
beyond the scope of this study. However, if we focus on the
empirical literature, and more specifically on time series studies,
we find the extent of the literature reduced drastically. Most of
the empirical work is of course grounded in some theory, since every
empirical researcher’s model embodies a subjective decision as to
what aspects of the theory are important, tractable, and likely to be
reflected in the data. In reviewing the empirical 1literature, the
researcher must at least touch upon the various strands of the
development of economic theory that bear upon the problem of modeling
and forecasting investment. Two extremely important topics are the
"development of estimable dynamic factor demand models with
interrelated adjustment costs, and the development of duality theory
and flexible functional forms. Although the treatment of these
topics will be taken up more fully in sections 2 and 3, in the
interest of continuity, empirical papers influenced by this work will

be also discussed in this first section .
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A good starting point in the empirical literature is the review
t by Jorgenson (1971).7 This paper, which is probably the most recent
comprehensive review of this subject, surveys the basic developments
in investment equations for plant and/or equipment up to the late
1960s. The three major developments of this period were: (1) The
formulation of distributed lag functions that conserved degrees of
freedom by imposing a structure on the lag distribution; (2) The
division of gross investment expenditures into replacement investment
used to replace worn out or obsolescent capital, and net investment,
which is a net addition to the capital stock; and (3) The
specification of net investment as a response to the discrepancy
between actual capital stock and desired capital stock, which is a
function of output, relative prices, or other variables. Although
sales, measures of 1liquidity, and profits were all used as
explanatory variables, Jorgenson found that most of these models
reduced to a flexible accelerator model, with desired capital
proportional to a measure of output but still somewhat affected by
other variables.

The time series studies of investment which Jorgenson reviews
are of particular interest. Anderson (1964) develops equations using
quarterly data for 13 industry groups using capacity, profits,

interest rates, accrued tax liability, long term debt capacity and

7A complement to Jorgenson’s article is Klein (1974), who
provides a well-organized summary of the controversy and unsolved
questions concerning the empirical estimation of investment
equations.
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stocks of government securities as separate variables. He obtains
mixed results. Meyer and Glaubér (1964) estimate annual equations
for each 2-digit manufacturing industry, using capacity utilization,
profits, interest rates, and the change in prices of common stocks as
determinants. The only consistently significant variable they find
is profits. Neither of these two studies explicitly models
replacement investment, and unreasonable lag structures are obtained.
Resek (1966) models quarterly data for 13 industry groups, with
output, the change in output, the rate of interest, a measure of debt
capacity, and an index of stock prices as explanatory variables. The
only variables he finds significant are the interest rate and the
stock price. Evans’ (1967) and Eisner’s (1962, 1965) models include
sales and other variables. According to Jorgenson, these both reduce
to the flexible accelerator model. Hickman (1957) is one of the first
to introduce a ’'neoclassical’ cost of capital into his model, which
is measured as the product of the investment goods price index and
the sum of the interest rate and the depreciation rate. Bourneuf
(1964) models annual data for 13 industry groups and finds capacity
utilization and the change in output alone to explain investment
expenditures well.

Jorgenson proposes his ’neoclassical’ model as an improvement

with respect to the models listed above. Citing earlier works, he

8Hall and Jorgenson (1967, 1969) is the most well-known
presentation of the neoclassical theory of investment. Jorgenson
(1963, 1965, 1967) and Jorgenson and Stephenson(1967a, 1967b, 1969)

14



demonstrates the usefulness of specifying desired capital stock to be
derived from the functional form of the production function and
related to a measure of the rental cost of capital that depends upon
interest rates, economic depreciation, the corporate tax rate, the
investment tax credit, and deductions of depreciation for tax
purposes. He uses the geometric mortality distribution to model
replacement investment. In this case, the same depreciation rate
used to calculate replacement investment as a fixed proportion of the
capital stock is also appropriate as the depreciation rate included
in the rental cost of capital.9 In this case, the capital stock can
be represented as a weighted sum of past gross investment
expenditures with geometrically declining weights. The production
function chosen to derive an expression for the desired capital stock
is the Cobb-Douglas production function, which has both an output
elasticity and an elasticity of substitution of unity.

Eisner and Nadiri (1968, 1969) however, tested Jorgenson’s data
using a CES functional form and found the elasticity of substitution
to be significantly different from unity. They also found the

elasticity of the capital stock with respect to output to be less

also provide exposition of the neoclassical theory, with the latter
papers presenting estimates on quarterly data at the industry level.
Jorgenson and Siebert (1968a) and Jorgenson, Hunter and Nadiri (1970a,
1970b) compare the empirical performance of the neoclassical model to
alternatives and find it superior by their criteria.

9Appendix C provides an overview of different methods of
measuring the rental cost of capital and the version of the rental
cost that is used for the current study.
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than unity. They faulted Jorgenson for 1imposing the same lag
structure on prices as on output, by including output and relative
prices as a composite term in his equation. Feldstein and Foot
(1971) criticize Jorgenson for assuming that the coefficient on his
capital stock term represents the depreciation rate, and assert that
there is evidence that the depreciation rate varies over time. They
find that these changes can be related to changes in other economic
variables.10

The distributed lag pattern chosen by Jorgenson for the measure
of his desired capital stock was the Pascal lag, or rational lag.
This formulation has been criticized as imposing too much subjective
structure on the lag distribution.11 The lag structure developed by
Shirley Almon (1965) seems superior in many respects to lag
distributions such as the Koyck lag, the Pascal lag or the rational
lag. However, it was shunned by Jorgenson and many others until the
1970s, perhaps because of a perceived difficulty in implementation.

Another issue discussed by Jorgenson was the average length of

the lag for determinants of investment. This was determined by

choosing the length of lag that minimized the standard error of the

10Bitros and Kelejian (1974) use data on capital scrappage in the
electric utilities industry, and reject the proportional replacement
hypothesis, finding that the replacement ratio varies cyclically in at
least this particular industry, and 1is related to maintenance
expenditures, changes in gross investment, the rate of interest, and
the rate of capital utilization.

11See Eisner and Nadiri (1969).
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estimate. In his industry-level work, he found this lag to vary from
six to twelve quarters. However, he finds the optimal lag using
annual data to be longer, from three to six years. The discrepancy
between lag patterns found in quarterly versus annual data remains a
puzzle.

At this time Nadiri and Rosen (1969) had already initiated a
development which had important implications for the empirical
estimation of investment equations. In their seminal paper, they
presented a model of interrelated factor demand functions.12 In this
model, demands for capital, employment, man hours and capital
utilization were estimated based on relative prices, lagged stocks,
and output -- the coefficients on lagged stocks representing costs of
adjustment. The assumption of a Cobb-Douglas production function was
maintained, so that with all variables 1in logarithms, the
coefficients of the model could be interpreted in terms of
Cobb-Douglas parameters. All long run scale phenomena were embedded
in the stock demand functions, whereas short run shocks were
accomodated by changes in utilization rates.

Nadiri (1972) estimated a similar model using quarterly data
from 1942 to 1971. He improved upon the Nadiri and Rosen model by
estimating ’'expected’ relative prices and output as a weighted Almon
autoregressive scheme. He found complementarity between investment

and employment. He did not find the utilization rate to enter

12Section 2 reviews the literature on adjustment costs and
dynamic interrelated factor demands.
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significantly into the investment equation. Another researcher who
derived his empirical model from the adjustment cost literature was
Schramm (1970), who estimated a model for labor, fixed capital and
liquid capital. He incorporated the formation of expectations by
adding the variables affecting expectations directly into the final
equations to be estimated. The variables included in each equation
were lagged stocks, lagged changes in stocks, and factor prices
relative to the price of output. Schramm used quarterly data from
1949 to 1962 for all U.S. manufacturing. A distinguishing feature of
this model is the absence of output from the equations. The relative
user cost of capital was found to be significantly negatively related
to investment. Wage rates were also important.

Coen and Hickmaﬁ (1970) jointly estimated demands for capital
and labor. The underlying production function they assumed is
Cobb-Douglas, and factor demands are related by sharing common
parameters derived by maximizing present value subject to a
production function. Annual time series data for the entire economy
were used, covering the two periods from 1922-1940, and 1947-1965.
Estimates of the production function were obtained from the
parameters in the estimates of the factor demand relations. Price
and output expectations were specified to be determined by
autoregressive equations. Factor demands are adjusted independently
towards desired values at a constant, geometric rate. The adjustment
period of capital to a change in prices or output was estimated to be

long, with only half the adjustment taking place within five years.

18



Bishoff (1969, 1971a) developed some models that focused
particularly on the timing of the effects of the various determinants
of investment. The crucial feature of his model is that changes in
the rental price of capital may affect investment expenditures with a
lag distribution different from that for changes in desired capacity,
as indicated by output. This specification is based on the notion
that production processes are putty-clay. 13 In a purely putty-clay
world, factor proportions are variable only up to the point at which
new machines are installed, either for replacment or expansions to
capacity. In general, the optimal capital-output ratio at any given
time is a function of relative prices. The amount of investment
necessary to replace a unit of capacity that wears out or becomes
obsolete will depend on relative prices, rather than the amount of
investment that originally took‘ place. Therefore the effects of
changes in relative prices will show fheir full effect later than
changes in output. This is because an increase in output immediately
draws forth demand for new capacity, whereas price changes effect the
proportion of capital to output in each successive vintage of
capacity.

Bischoff assumed a CES production function, and derived an
optimal capital-output ratio based on relative prices and the price
elasticity of capital. The following equation was estimated using

quarterly data on total U.S. expenditures on PDE from 1951 to 1965:

13See Johansen (1959), Bliss (1968). For doubts about the
relevance of the putty-clay concept see Hall (1977).
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n m
(1.1) I =CF IRV, 0 +¢
j=0 1=0

t

where { is a constant to be estimated, B is a matrix of parameters to
be estimated, V is the optimal capital-output ratio determined by
relative prices and the price of output, and Q 1is output. The
elasticity o is contained in the expression for V and also must be
estimated. The maximum length of lag (n or m) chosen was 12
quarters. The B coefficients were constrained to lie along a third
degree polynomial in i, and a nonlinear iterative technique was used
to determine o. Bischoff compared his model to a variant of
Jorgenson’s neoclassical model, and found that his model fitted
better. Although he found the long run price elasticity of capital
to be near unity, the short run elasticity was much less than this,
and capital responded much more slowly to a change in relative prices
than to a change in output. Inspecting the B matrix, he found that
the response of equipment spending to a change in V varied with the
rate of growth of output; the faster output grows, the faster factor
substitution will take place. He claimed that this finding supported
the putty-clay hypothesis.

Chang and Holt (1973) and Craine (1975) contributed to the
theory of investment in the presence of adjustment costs by adding
the treatment of uncertainty to the problem. Chang and Holt in their
paper first derive a solution to the dynamic problem faced by the

firm, and determine the desired stock of capital in each period that
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would maximize expected profits under certainty. In the second stage
of the analysis, conditions are derived under which a firm miminizes
dynamic costs that result from the fluctuation of demand. Desired
capital stock in the first stage was determined by sales, the ratio
of the wage rate to capital rental costs, and the ratio of the output
price to capital rental costs. The addition of uncertainty to the
problem was achieved by adding the coefficients of variation of the
wage rate, output price, sales, and the correlation coefficients
among these variables to the list of determinants of desired capital
stock. The model was estimated using appropriations data for both
durable and nondurable manufacturing. Results showed that the
elasticity of capital with respect to expected sales to be high in
the nondurable goods industries, but not in durable goods industries.

Craine derived an investment decision rule from a dynamic
stochastic model of the firm, and used this theoretical specification
to estimate an investment model. A Cobb-Douglas production function
was assumed, with capital and labor as inputs. The derived cost
function was augmented with a quadratic function of gross investment
to represent adjustment costs. Exogenous variables included the
discount rate, the wage rate, the current price of investment, and
the rate of technological change. Uncertainty was handled in this
model by developing conditional expectations on the (random)
exogenous variables by modelling them as ARIMA processes. This
model, like that of Schramm, shows that factor prices alone can do a

good job of explaining investment. Craine finds the own price
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elasticity of capital to be -1.0, and the cross-price elasticity
capital with respect to the wage rate to be about 0.4.

Another strain of the literature that burgeoned in the mid 70s
was the estimation of static factor demand models based on flexible
functional forms.14 These models were not used to estimate an
investment function per se, but rather a demand for capital stock,
which was often specified as a factor share. Berndt and Christensen
(1973) wused the translog function to fit factor shares for
structures, equipment, and labor in U.S. manufacturing from 1929 to
1968. Duality theory, in addition to making the estimation of factor
demands possible with a minimum of a priori assumptions about
elasticities, also specifies the conditions under which various
inputs can be combined to form a meaningful aggregate. Berndt and
Christensen used an iterative Zellner technique to estimate the
translog share equations, and find that structures and equipment are
more highly substitutable with each other than with labor. However,
they reject the hypothesis that equipment and structure can be
consistently aggregated.

Another flexible form is the generalized Leontiefls, used by
Woodland (1975) to estimate factor demand equations for 10 industries
comprising the Canadian economy. Two broad conclusions emerge from

his study: (1) Relative factor prices play an important role in the

14Section 3 will delve more fully into the topic of using
flexible functional forms to derive factor demand equations.

15See section 3.
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determination of factor demands; and (2) Price elasticities and
output elasticities are significantly different across industries.
Woodland’s results suggest that much is lost by estimating factor
demand or investment equations at the aggregate level.

Hall (1977) tried to assess the effects of interest rates on
investment, to determine how much this link should be relied upon in
standard IS-IM analysis. He advanced a number of arguments in
defense of the view that a high interest elasticity of investment is
a good description of long run behavior. Although many researchers
working with time series data have found only a small interest
elasticity of investment, Hall noted that this may merely reflect a
sloﬁ adjustment process. Bischoff’s findings are cited in support of
this argument.16 Many researchers use a long-term interest rate in
their formula for the rental cost of capital, or as an independent
variable explaining investment. Hall argued that the short term rate
is the appropriate variable, since in maximizing present value, each
firm makes a comparison of the stream of future returns of an
investment made this period with the stream from investment postponed
one period. Hall presented the results of estimating a fairly simple

investment equation that tends to suggest that the long-term interest

16Hall does not agree however that Bischoff’s findings can be

construed as evidence of putty-clay technology. First, many decisions
about the combination of labor and capital are made month to month,
after the capital has already been put in place. Capital can be
utilized in varying degrees, by combining it with different
proportions of labor.
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elasticity of investment is actually somewhat less than one.

In the late 70s and early 80s a number of papers appeared that
attempted to use Tobin’s q ratio to explain aggregate investment.
The results of this work have not been very successful empirically.
The g ratio, as developed by Tobin and Brainard (1977), is the ratio
of the market value of firms to the replacement cost of their assets.
This theory, which is derived from the same conditions for the
maximization of the present value of the firm as the neoclassical
theory, states that firms should undertake investment whenever their
q ratio is greater than one, since this will increase the present
discounted value of the firm. If g is less than one, firms should
simply let old capital depreciate. One problem with empirical
attempts to use g is the construction of a meaningful g ratio from
the available data. The appropriate concept from a theoretical
viewpoint 1is marginal gq. To construct this value it would be
necessary to know the marginal increment to the value of the firm due
to new investment, and the increase in replacement cost of assets at
the margin. Since these data are unobtainable, researchers usually
construct an average q by dividing current market value by some
measure of the replacement value of the capital stock. Using
aggregate data 1is especially egregious for gq theorists, since
aggregate g can be expected to give much 1less information than
individual firm or industry q ratios.

von Furstenburg (1977) developed quarterly estimates of

aggregate q for nonfinancial corporations, and estimated orders and
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investment equations based on this measure. He found that although g
explains a good bit of the variance in aggregate investment, capacity
utilization performs much better. Furthermore, the difficulty in
forecasting g makes it a poor candidate for forecasting investment in
the context of an econometric model. Malkiel, von Furstenburg and
Watson (1979, 1980) achieved more sanguine results with a ¢ model of
investment for two-digit manufacturing industries. Their estimated
equation has the change in investment divided by the trend level of
the capital stock regressed on the change in output divided by the
trend level of output, and the change in industry level g divided by
its industry level average. Their results show that changes in g
appear to have more explanatory power than changes in output in
signalling changes in investment. Ciccolo and Fromm (1980) also found
a significant linkage between g and the ratio of investment to the
capital stock. Their study examined Compustat data on 277 individual
firms from 1965 to 1976. They found that g ratios have fallen since
the early 1970s, possibly due to energy and agricultural price shocks
and higher inflation.

Summers (1981) presented an ambitious attempt to incorporate
the effects of tax policy into the measurement of gq. He found that a
tax-adjusted measure of aggregate q explains aggregate investment
better than conventional measures of q. In this framework, inflation
is found to have a significant negative effect on investment.
However, Summers found that capital follows a very slow adjustment

process in response to changes in gq, with a half-life of over
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10 years, which seems unreasonable.

Feldstein (1982) also found evidence of a negative impact of
inflation on investment. Using data on total business investment
from 1963 to 1978, he estimated three alternative models that all
seem to indicate a decline in investment since the late 1960s due to
the interaction of inflation and existing tax rules. Feldsteiln
points to four separate nonneutralities in the tax system that lead
to negative effects of inflation on investment. First, the use of
historical cost depreciation for tax purposes understates true
depreciation, and thus raises the effective corporate tax rate.
Second, firms that use FIFO inventory accounting incur additional tax
liabilities on their inventory profits. Third, firms are permitted
to deduct nominal rather than real interest payments for tax
purposes, which tends to partially offset the effects of historical
cost depreciation deductions and inventory capital gains. Fourth,
the taxation of nominal rather than real capital gains on equipment
and structures leads to an artificial increase in the measured
before-tax return on equity to investors. Feldstein called for
revisions in the tax system to remove these nonneutralities.17

A recent paper casting doubt on the empirical usefulness of the

g theory is Abel and Blanchard (1986). These authors computed a

17However, see Barbera (1987), who examines Feldstein’s equations
in a non-nested comparison test with other reasonable alternatives
that do not find a significant negative impact of inflation on
investment. Barbera finds that these other equations reject
Feldstein’s equations, but are not rejected by Feldstein’s equations.
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series on marginal q, which they interpret as the present wvalue of
marginal profits. Their major finding is that the cyclical movement
in marginal q is due less to movements in marginal profit than to
movements in the cost of capital. In this case, there is not much
information in the q measure beyond movements in the cost of capital.

The current dissertation is an extension of another strand in
the 1literature, which is the comparison of the performance of
alternative investment equations. Griliches and Wallace (1965) found
it hard to discriminate among alternative theories of investment
using time series data. Jorgenson and Siebert (1968) tested two
versions of Jorgenson’s neoclassical model with a liquidity model, an
expected profits model and an accelerator model. The liquidity model
used a measure of cash flow as its main explanatory variable. The
expected profits model, which is a precursor of the g model, used the
market value of the firm, as measured by stock values. The
accelerator model simply used lagged values of the change in output.
The models are estimated on data for 15 firms from 14 OBE-SEC
industry groups. A Pascal lag distribution was used for the lagged
determinants of each equation. The model comparison was made on the
basis of goodness of fit, and tested also against a naive
autoregressive theory. The two neoclassical models were found to
perform the best, followed by the expected profits model, the
accelerator model, the liquidity model, and finally the
autoregressive model. Elliot (1973) compared the same models

considered by Jorgenson and Siebert, but used data for 184 firms from
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1953 to 1967 from the Compustat data bank, for 72 4-digit industries.
He found only small differences in the explanatory power of the
neoclassical, vliquidity and accelerator models in time series
regressions, with the expected profits model showing slightly
inferior results. A combined cross-sectional and time-series
analysis gives the highest ranking to the liquidity model, and the
second best ranking to the accelerator model.

In a pair of articles, Jorgenson, Hunter and Nadiri (1970a,
1970b) compared alternative investment models both in terms of fit,
and in terms of post sample prediction capability. The four models
compared are Anderson’s (1964) model, which is based on capacity
pressure, profits, and interest rates; Eisner’s (1962) model, based
on changes in sales, profits, lagged investment and capital stock;
the Meyer-Glauber (1964) model, which uses capacity utilization,
profits, interest rates and the change in stock prices; and the
Jorgenson-Stephenson (1967a, 1967b) neoclassical model, which uses
output, the price of output, the cost of capital, lagged net
investment, and lagged capital stock. These models were estimated
using quarterly OBE-SEC data for 13 industries, from 1949 to 1964,
and the models were ranked in terms of the proportion of "wins" over
each other model, in terms of Rz. The Jorgenson-Stephenson and
Eisner models were both found to be superior, whereas the Anderson
and Meyer-Glauber models showed a lackluster performance. The
predictive comparisons in the second paper (1970b) were made with an

F-test that compares the errors in the prediction period with the
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errors in the period of estimation. This test reduces to a simple
test of structural change between the two periods. The maintained
hypothesis is that models showing significant structural change are
likely to be misspecified. On the basis of this test, the models
were ranked as follows: (1) Eisner, (2) Jorgenson-Stephenson, (3)
Meyer-Glauber, and (4) Anderson. This 1is essentially the same
ranking obtained in terms of RZ.

Bischoff (1971b) approached the model comparison problem using
aggregate quarterly time series data from 1953 to 1968, and includes
an ex post simulation comparison. He compared the following five

model specifications for both equipment and structures:

The Generalized Accelerator Model:

n
(1.2) I.=b +LbQ_ +b
i=1

K
t 1 t- n+l t-1

The Cash Flow Model:

n
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The Securities Value Model:

n
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The Standard Neoclassical Model:
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The Federal Reserve - MIT - Penn Model:
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where
I = gross investment in plant or equipment
= output

the capital stock of plant or equipment

moR O
]

= sum of corporate profits after taxes plus corporate capital
consumption allowances

g = the price deflator for equipment or structures

V = market value of equities plus corporate bonds

¢ = the rental cost of capital

The cash flow model is similar to what Jorgenson calls the
liquidity model, the securities value model corresponds to his
expected profits model, and the neoclassical model is Jorgenson’s
model. Note that the FRB-MIT-Penn (FMP) model is essentially a
variant on the model presented in Bischoff (1971a). Bischoff found
that all five models fit the data fairly well, so that R2 is not a
useful criteria for comparison. However, in the ex post simulations,
the FMP equation performed ‘the best, followed by the accelerator
equation. The cash flow equation performed the worst by far. For
all of the models considered, the root mean squared errors (RMSE) in

the simulation period are significantly higher than the standard
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error in the estimation period.

Clark (1979) performed a comparison similar to that of
Jorgenson, Hunter and Nadiri (1970b) with quarterly data extending to
the second quarter of 1978. He compared a generalized accelerator
model, accelerator-cash flow model, neoclassical model, modified
neoclassical model, and securities-value model. The accelerator,
neoclassical and securities value models are the same as those used
in Bischoff (1971a). The accelerator-cash flow model adds a cash
flow term to the accelerator specification, and the modified
neoclassical model derives from Bischoff’s putty-clay model. In
terms of fit, Clark found the neoclassical and the accelerator models
to be superior. A test of the predictive power of the models was
performed by comparing single equation ex post forecasts over the
period from 1973:3 to 1978:4, with equations that had been estimated
up through 1972:2. In general, the models tended to underpredict
equipment investment for this period, and overpredict structures.
The accelerator and accelerator-cash flow models showed the best
.performance. A test of a shift in the equation parameters indicated
that all but the securities value model show no shift.

Kopcke (1982) performed essentially the same type of comparison
test, except that he modified the securities value model to include a
measure of Tobin's g, and replaces the liquidity model with an
autoregressive, "time-series" model. He estimated equations for
plant and equipment separately, using quarterly data from 1954 to

1977 for aggregate U.S. investment. His best fitting equation was
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the generalized cash flow, followed by the neoclassical and g models.
However, in ex post simulations from 1978:1 to 1981:4, Kopcke found
the autoregressive equation to perform the best. The generalized
accelerator came in a close second. All of the models tended to
underpredict both structures and equipment investment for this
period. The RMSE in the forecast period was nearly double the
standard error in the estimation period, for all five models. Kopcke
concludes that none of these models is the "true" model.

More recently, Wisely and Johnson (1985) have done an
evaluation of alternative investment models using the non-nested test
pioneered by Davidson and McKinnon (1981). They compared four
models: (1) the accelerator model, (2) the elementary cash flow
model, (3) the generalized cash flow model, and (4) the neoclassical
model. The forms of the accelerator and neoclassical model were
standard. The cash flow model uses cash flow divided by an
investment deflator as its main explanatory variable, and the
generalized cash flow model uses a measure of g divided by cash flow.

All models are of the form:

n
(1.7) It =« +1§OBlXt_l + WKt_i + e,

where X is the main explanatory variable in the model considered, and
K is the capital stock. To perform a pairwise non-nested test, one
model is maintained as the null hypothesis, and another model is

regarded as the alternative hypothesis. The residuals from the null
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hypothesis equation are then regressed on the the original variables
in the null hypothesis equation and a variable which is constructed
as the difference in the predicted value of the alternative equation
from the predicted value of the null equation. The coefficient on
this auxiliary variable can be tested for significance with a normal
t-test. If the coefficient is significant, then the non-nested test
fails to reject the alternative model with respect to the null model.
In two-way comparisons, the authors found that the accelerator model
seems to be the preferred model, and that the elementary cash flow
model is rejected by all the other models. Since transitivity does
not hold in the pairwise comparisons, a Jjoint test 1is also
constructed. The accelerator equation also fails to be rejected by
any of the other models in this joint test.

The general conclusion emerging from these model comparisons is
that equations that rely on output as the main explanatory variable
tend to perform better than liquidity (cash flow) models, g or
securities value models, and models relying on a cost of capital
measure without including output. Although Kopcke found the
autoregressive specification to perform best in a simulation
framework, his simulation period was very short. Therefore,
movements in outpﬁt seem to be the main driver of investment both at
the aggregate and at the industry level. However, microeconomic
theory suggests that both output and investment should be endogenous
to the firm, and should respond mostly to changes in relative prices.

The solution to this discrepancy between what theory suggests, and
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what is found empirically is somewhat of a mystery. Some models such
as that Hall and Jorgenson, have implicitly imposed price
responsiveness on their empirical equations. However, other
researchers also claim to find a large response of investment to
prices and interest rates, and although they may also be imposing
their results in the formulation of the problem, any estimated
equation contains a mix of subjective belief and results from the
data, with no clear dividing line.

Bernanke (1983) noted that at least in the late 1970s and early
80s, high interest rates were combined with slack investment,
suggesting that interest rates may indeed play a notable role in
determining investment. He formulated a dynamic adjustment cost
model in which capital is the only quasi-fixed factor of production.
The equation he derived states that net investment is approximately
proportional to the present value of expected net returns to capital,
with the adjustment cost parameter determining the factor of
proportionality. Separate equations were estimated for equipment and
nonresidential structures, using annual data for the aggregate U.S.,
from 1947 to 1979. Bernanke found a significant response of
investment to tax laws and interest rates.

An in-depth investigation of the relationship between the cost
of capital and the investment boom in the mid-80s was undertaken by
Bosworth (1985). Bosworth’s study attempted to address the issue of
why 1investment was so high for the period 1982-1985, when the cost

of capital also was very high. By examining the problem closely, he
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found that the question is complicated both by the changing mix of
investment goods and a lack of agreement on how to best measure "the
cost of capital”.

Bosworth found that most of the gains in the investment boom
were in producers’ durable equipment (PDE), particularly in computers
and business automobiles.18 This finding is intriguing, since these
are two assets whose effective tax rates were raised by the 1981-82
tax acts. In order to examine the relationship between the changing
tax laws and investment by asset type, Bosworth estimated investment
equations for each of 19 PDE categories, using an accelerator
equation based on gross domestic product. His maintained hypothesis
was that the errors from this simple accelerator equation should be
negatively correlated with changes in the cost of capital, which he
calculated on an asset specific basis, based on relative acquisition
prices, the cost of capital plus depreciation, and tax effects. All
in all, he found that there seems to be no significant correlation
between assets that have a higher than expected capital stock, as
predicted by the accelerator equation, and the relative magnitude of

tax reduction per asset.

Bosworth surmised that perhaps the changes in effective tax

18In real terms, office equipment and automobiles account for 93
percent of the growth in equipment spending from 1979 to 1985.
However, this figure should be taken with caution in light of the
extreme difficulties in constructing meaningful deflators for these
two asset categories.
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rates are outweighed by changes in the cost of funds.19 Yet in

general the correct way to calculate this cost of funds is unclear.
Most econometric models failed to predict the investment boom of 1982
to 198S5. This may be due to the fact that these models generally
showed a cost of funds that rose significantly during this period.
Corcoran and Sahling (1982), on the other hand, calculate a cost of
funds which falls during this period. Their formula for the cost of
funds is a weighted average of the required return to equity and the
required return to debt. Because the tax laws allow the deduction of
nominal interest payments, debt finance can be considerably cheaper
than equity finance. The main cost balancing the cheapness of debt
is the increased risk of bankruptcy or takeover caused by increased
leverage. Thus, industries that generally buy assets with good
resale markets should display a disposition to debt financing. The
increased use of debt financing in the mid 80s may be related to the
boom in autos and computers. Alternatively, there may new
technological developments determining these investments.

Summarizing the developments of the last 20 years in the
empirical study of investment is problematic, since there are a
number of issues on which there is no clear consensus. It is clear
that some measure of output or capacity is a very useful variable to

explain investment, although according to microeconomic theory,

19The cost of funds is the discount rate (or internal rate of
return) required to equate the expected future stream of capital
income to the present market value of the firm.
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output prices and relative input prices should also be important
determinants. However, capital is of a more long-term nature than
labor, materials or energy, and the correct concept of the ’price’ of
capital is not obvious. Jorgenson’s user cost measure has become the
conventional formula for measuring the price of capital in the sense
of a rental cost. But many of the correct variables for constructing
this measure are expectational variables, and therefore not
measurable. Of course, the same caveat applies to the use of output
in an in?estment equation, since expected output is the variable the
variable motivating firms in their decisions.

There 1is still no consensus as to the appropriate way to
determine the response of investment to changes in relative prices.
In the cross-sectional 1literature reviewed by Jorgenson (1971),
fairly large substitution elasticities were estimated, yielding the
conclusion of strong price effects. However, most of the time series
literature has yielded 1low estimates of substitution. This
discrepancy coﬁld be related to the differences in capital-energy
elasticity estimates in cross-sectional versus time series studies.
Cross sectional estimates wusually find capital and energy to be
substitutes, whereas time series studies usually find them to be
complements. The discrepancy may possibly be due to an inadequate
treatment of dynamics, since cross-sectional studies may be measuring
long-term elasticities, and time-series studies may be measuring
short-term elasticities.

In the 1980s there have not been many empirical studies
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investigating investment expenditures per se. Most of the studies
with implications for investment behavior have been part of more
encompassing studies of dynamic factor demands. The discussion of

these studies will now be taken up in section 2.
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2. Interrelated Factor Demands and Adjustment Costs

This section is a review of the theoretical development and
empirical implementation of some concepts that have revolutionized
thinking about the demand for capital and other factors. These are
the related concepts of adjustment costs, expectations formation, and
the interrelated adjustment of ’'quasi-fixed’ and variable factors in
production.

At least since the time of Marshall, economists have realized
that adjustment of fixed capital to its desired level takes time, and
it has become customary to follow Marshall in referring to short-run,
intermediate-run, and long-run equilibrium in the theory of the firm.
Alchian (1959) was one of the first to note that the speed of
adjustment to long-run equilibrium is subject to the techniques of
economic analysis. He noted that doing something more quickly is
usually more expensive than doing it slowly, and that one could
construct an adjustment cost function to describe the costs involved
in adjusting to equilibrium over a period of time. Beginning with
Eisner and Strotz (1963), a substantial literature developed leading
to formulations of the demand for capital stock based explicitly on
the notion of increasing costs of adjustment. They assumed quadratic
profit and adjustment cost functions, and derived a Koyck flexible
accelerator distributed lag as an approximation to the optimal
accumulation path of the capital stock. Lucas (1967a), Treadway
(1969, 1970, 1971, 1974) and Mortensen (1973) provided a more

explicit theoretical justification for the flexible accelerator and
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derived empirically testable restrictions of the accelerator
specification that are implied by adjustment costs.

Nadiri and Rosen (1969) gave impetus to another 1line of
research that recognizes that decisions about hiring and adjusting
one factor cannot be modeled without considering the equilibrium or
disequilibrium of other factors. They used the notion of adjustment
costs as the theoretical underpinning for their model, which they
considered as a first approximation to a solution of an optimal
control problem in which the firm maximizes its net worth over time,
knowing that it will face adjustment costs in changing the levels of
its fixed factors.

The modeling of expectations is an important complement to the
consideration of adjustment costs. If factor stocks cannot be
adjusted instantaneously when prices and output change, then
expectations about the prices and outputs that will hold over the
future life of the factor are important in making current decisions.
In fact, Gould (1968) has shown that an optimal decision about the
allocation of factor stocks requires knowledge about expectations for
all future time.

Reconciling the requirements of these three concepts and
formulating a tractable empirical model that satisfies them has
proved to be a difficult task. In the 1970s, most empirical studies

focused on one of these requirements at the expense of the others.20

20The studies of Nadiri and Rosen (1969), Schramm (1970),
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Since the early 1980s however, much progress has been made in the
development of dynamic interrelated factor demand models, and the
modeling of expectations within a dynamic framework. We will
continue the review of section 1 below with a discussion of some of
these studies. But first a simple introduction to the problem is
needed.

The conventional treatment of adjustment costs until the late -

1960s was the partial adjustment model:

»*
(2.1) k- k_ =Bk -k )

where kt is the level of a factor stock at time t and k‘t is the
optimal long run level of the stock, given the exogenoué conditions.
This treatment of adjustment costs, although empirically useful, was
somewhat ad hoc, and did not specify how B, the constant speed of
ad justment, was determined. Nadiri and Rosen expanded this framework
to 1include more than one input with interrelated adjustment
parameters. The simplest form of this model can be represented with
two factors. Suppose the production function is Q = f(k1’k2)’ where
Q is output, and k1 and k2 are the inputs. A generalization of (2.1)

is
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The B matrix allows disequilbrium in one factor to affect the

Coen and Hickman (1970), Chang and Holt (1973), and Craine (1975)
reviewed in section 1 are examples.
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ad justment of the other factor, if the off-diagonal elements are
non-zero. The empirical estimation of the system (2.1) was in
reduced form, and Nadiri and Rosen did not impose any theoretical
restrictions on the elements of B.

Treadway (1971, 1974) modified this framework by explicitly
including internal costs of adjustment in the production function21,
so that Q = fl(k, k), where k is now a vector of inputs, and k is a
vector of their rates of change. Treadway set up the firm’s problem
as that of maximizing the present value of cash flow subject to
endpoint conditions on the factor stocks, and including the above
production function in the formula for cash flow. Upon deriving the
Euler equations for the maximization of this problem, and linearizing

around k*, Treadway showed that the locally optimal result is of the

multivariate flexible accelerator form:
(2.3) k=M, r) [k -k

where r is the rate of interest, k‘ is the "target" level of k, and
M* is a stability matrix satisfying certain restrictions which can be
characterized as functions of the first and second derivatives of f.
The stability ﬁatrix is analogous to the B matrix employed by Nadiri
and Rosen. However, Treadway also demonstrated that the target level

of k implied by static optimization was the same as that implied by

21Internal costs of adjustment are incorporated in the production
function as foregone output. External costs of adjustment are
represented by an adjustment cost function auxiliary to the normal
cost function.
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dynamic optimization only if adjustment costs were separable from
other inputs, an assumption which he showed to be infeasible.

Faurot (1978) used Treadway’s framework to specify and estimate
a dynamic factor demand model for «capital and labor with a
Cobb-Douglas production function. Nonseparable adjustment costs are
modeled by including gross investment as an argument in the
production function. Capital is assumed to be quasi-fixed and labor
is freely variable. Faurot sets up the firm’s optimization problem,
solves for the Euler equations, and derives two nonlinear
interrelated demand functions for capital and labor, with the
stability matrix M also dependent upon parameters to be estimated.
Faurot obtains the puzzling result that the elasticity of output with
respect to capital is not significantly different from zero, and
obtains an estimate of M that implies implausibly slow adjustment of
the capital stock to its target level.

Faurot assumed static expectations in deriving his model.
Kennan (1979) and Sargent (1978) estimated labor demand equations and
actually modeled the firm’s expectations of future exogenous
variables, while assuming simplistic production and cost of
ad justment functions. Meese (1980) extended this approach by modeling
demand for both capital and labor, and allowing for interaction terms
in the production function and cost of adjustment function. Using
aggregate quarterly data on U.S. manufacturing from 1947:1 to 1974:4,
he estimated a four equation system, in which two of the equations

are the decision rules for capital and labor, and the other two
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equations embody the stochastic processes for the wage rate and the
cost of capital. He found an average value of the capital-labor
elasticity of substitution of 1.85, which is rather high.

In an extension of Treadway’s work to empirical estimation,
Berndt, Fuss and Waverman (1980) develop a model for capital, labor,
energy, and materials (KLEM) based on a quadratic normalized
restricted cost function. In this model, labor, energy and materials
are explicitly treated as variable factors, whereas capital is a
quasi-fixed factor, i.e., the firm undergoes internal adjustment
costs in trying to adjust capital to its optimal level. The demand
for net investment is determined using an accelerator model where the
adjustment coefficient is determined by a formula in Treadway (1971).

Berndt, Fuss, and Waverman apply their model both to aggregate
data as well as to some two-digit SIC manufacturing data. They find
adjustment costs to be significant for capital at both the aggregate
and at the industry level, and at least for the aggregate data, they
find the estimated elasticities to be reasonable. The system is a
dynamic factor demand model, since the speed of adjustment of capital
to its long-run level is explicitly modeled. This approach allows
them to calculate short-run, intermediate-run and long-run price and
output elasticities.

This dynamic factor demand approach is also followed in a paper
by Morrison and Berndt (1981). In order to investigate the
phenomenon of ’short-run increasing returns to labor’ (SRIRL)

observed over the business cycle, they estimated two dynamic factor
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demand models, one for capital, labor, energy and materials (KLEM),
and another model that treats skilled and unskilled labor separately
(KUSEM). These models were estimated using annual data on total U.S.
manufacturing, from 1952 to 1971. They assumed a quadratic
restricted variable cost function which includes internal costs of
adjustment for the quasi-fixed factors. In the KLEM model, capital
is the only quasi-fixed factor, while in the KUSEM model, both
capital and skilled labor are quasi-fixed. Static expectations are
assumed. Results from the KLEM model show labor and capital to be
long run complements, and the short-run output elasticity of labor to
be less than the long run elasticity, providing a verification of
SRIRL. The KUSEM model estimates show that capital and skilled labor
are complements, while capital and unskilled labor are substitutes.
Capital and skilled labor are both found to have high adjustment
costs, so that the behavior of skilled labor may explain most of the
observed SRIRL.

Epstein and Denny (1983) estimate a multivariate flexible
accelerator model for total U.S. manufacturing from 1947 to 1976
using annual data. Their model assumes that firms minimize expected
production costs subject to a technology which implies that capital
and labor stocks are costly to adjust, while materials are freely
variable. In deriving this model, Epstein and Denny present a
general functional form which they approximate for estimation, and a
set of exhaustive restrictions implied by the flexible accelerator

specification. Expectations in this model are static. Capital and

45



labor are found to adjust interdependently, and the hypothesis that
labor is a variable input is rejected strongly. They find that the
investment equation is strongly responsive to changes in factor
prices.

In a set of two related papers, Pindyck and Rotemberg (1983,
1985) present the results of a dynamic factor demand model
incorporating rational expectations and with technology represented
by a flexible functional form. In their 1983 paper, dynamic demands
are derived for capital, labor, energy and materials. Capital and
labor are considered to be quasi-fixed, while energy and materials
are variable. A translog restricted cost function is assumed, which
is conditional on capital, labor and output. Minimizing the expected
present value of costs yields two demand functions for the variable
factors, and two Euler equations for the quasi-fixed factors. The
model is estimated using annual data on aggregate U.S. manufacturing
from 1948 to 1971, obtained from Berndt and Wood (1975).
Expectations are modeled by wusing a ‘"conditioning set" of
instrumental values to derive conditional future values of the
exogenous variables, and the system is then estimated with
three-stage nonlinear least squares. Two alternative sets of
instruments are used to estimate the model. Pindyck and Rotemberg
find that adjustment costs for capital are more important than those
for labor. Both capital and energy, and capital and labor are found
to be complements in the long run. A strong response of investment

to relative prices is also found, which agrees with the findings of
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Epstein and Denny. However, the choice of the set of instruments
used significantly affects the estimated parameters, casting doubt on
the use of this instrumental variables framework. The second paper
of Pindyck and Rotemberg is similar, except that they estimate
demands for structures, equipment, and blue and white collar labor.
The only variable factor in this model 1is blue collar labor.
Ad justment costs are found to be small for white collar labor, but
large for both equipment and structures. Blue collar labor and
equipment are found to be complementary.

Kokkelenberg and Bischoff (1986) also develop and estimate a
model of interrelated dynamic factor demands with rational
expectations and adjustment costs. A normalized restricted cost
function is approximated by a second order Taylor series expansion.
The three inputs modeled are capital, labor and energy, with capital
quasi-fixed. Unlike Pindyck and Rotemberg, who use instrumental
variables, Kokkelenberg and Bischoff model the exogenous variables
(output, output price, and the price of investment goods) with ARIMA
models, and substitute the expected value of these ARIMA processes
into the Euler equation for capital. The model is estimated using
quarterly aggregate data for U.S. manufacturing from 1959 to 1977.
Energy and capital are found to be complementary in this model.
Unlike Pindyck and Rotemberg, and Epstein and Denny, this study finds
a very low elasticity of capital with respect to user cost.

Morrison (1986) investigated the consequences of imposing three

alternative expectations forming procedures on the Euler equations.
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She estimated a KLEM model with aggregate U.S. manufacturing data
from 1947 to 1981. Capital is the only quasi-fixed factor. Static
expectations are defined as the expectation that current values of
exogenous variables will hold for all future time periods. Adaptive
expectations are assumed to be formed by a partial adjustment model,
which is' equivalent to an IMA time series model. General
expectations are defined to be formed by an ARIMA process. Each
expectations forming process uses only information known up to the
time period in question. The final step in the specification of the
model is the substitution of the expected values of the exogenous
variables into the capital demand equation, using each of the
expectations forming procedures. Morrison found that the static
expectations model shows a much slower adjustment of the capital
stock to its long run equilibrium level. The static expectations
model finds complementarity between labor and capital, whereas the
adaptive and general expectations models find weak substitutibility.
In general however, differences between the expectations models are
not great.

Shapiro (1986b) estimated dynamic factor demands for labor,
capital and hours worked. Although he did not explicitly model the
forming of expectations, he replaced conditional expectations with
actual values, and used an instrumental variable technique for his
forcing variables. His model 1is derived from a Cobb-Douglas
production function, including capital, production workers and

non-production workers, augmented by quadratic adjustment costs and a
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productivity shock. He found significant adjustment costs in varying
the number of non-production workers, but found the adjustment of
capital to its steady state level to be fairly rapid. This finding
conflicts with the findings of researchers such as Summers (1981),
who estimates the adjustment costs of capital to be extremely high.
Shapiro also found a significant response of investment to changes
in the cost of capital. In a similar paper, Shapiro (1986c) added
the workweek of capital as an input, and examined how the ability to
change capital utilization affects the demand for capital. In this
model, the firm responds to "temporary" shocks by changing
utilization, and to "permanent" shocks by changing the levels of
stocks. The estimates arising from this model imply that the
productivity of lengthening the workweek of capital is very low.
This 1is consistent with other studies which find a low apparent
productivity of shift work, and may explain why most capital stock is
kept idle much of the time.

In another recent dynamic factor demand paper focusing on
investment, Shapiro (1986a) showed how the paucity of empirical
support for the hypothesis that the cost of capital affects
investment may be traced to an identification problem, and attempts
to reconcile the lack of direct correlation between investment and
the cost of capital with the finding of price responsiveness of
investment in many other dynamic factor demand models. He
investigated this problem using quarterly data from 1955:1 to 1985:3

for the aggregate U.S. private economy. Shapiro first assumed that

49



firms maximize the expected present discounted value of real
after-tax profits. He then posits a multi-period objective function
based on a CES production function augmented by an expression for
internal costs of adjustment from gross investment and a productivity
shock. Capital investment is also constrained by labor supply, which
is subject to a labor supply shock. Equilibrium is determined by the
behavior of these two supply shocks and by shocks to the components
of the cost of capital. Shapiro’s model generates dynamics and
cross—correlations that are consistent with those found in the actual
data, including a correlation in the movements of investment and
output and a lack of correlation of investment with the investors’
required rate of return. However, an exogenous change 1in the
after-tax purchase price of capital has a strong impact wupon
investment. This finding corresponds to the estimates obtained from
other dynamic factor demand models.22

Mohnen, Nadiri and Prucha (1986) estimated dynamic factor
demands for research and development (R&D), capital, labor and
materials, for the manufacturing sectors of three countries: the
U.S., Japan, and West Germany. Annual time series data from 1965 to
1977 were used. The normalized restricted cost function is of linear
quadratic form. Firms were assumed to hold static expectations. The

Euler equations were solved to obtain an system of quasi-fixed demand

22For example, Shapiro (1986b, 1986c), Pindyck and Rotemberg
(1983, 1985) and Epstein and Denny (1983). Contrary results from this
genre of model are on Kokkelenberg and Bischoff (1986).
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equations for capital and R&D, and Shephard’s Lemma was used to
obtain the demands for the variable factors, labor and materials.
Short-run, intermediate-run and long-run elasticities of factor
demand were calculated. The long run price elasticity of capital is
found to be higher than the short run elasticity, with 70% of the
adjustment to its long run level occuring after four years. Labor
and capital are found to be complements in Japan and Germany, but
substitutes in the U.S.

An alternative parameterization of the dynamic factor demand
model can be found in Mahmud, Robb, and Scarth (1986, 1987), who
developed a four factor model of demands for capital, labor, energy
and materials using the original data set of Berndt and Wood (1975).
In this model, capital is the quasi-fixed factor, and labor, energy
and materials are the variable factors. Mahmud et al. showed how
many of the dynamic factor demand models that use a normalized
restricted cost function are plagued with asymmetry stemming from the
normalization procedure. This asymmetry creates a bias in that the
parameter estimates are sensitive to the factor chosen for the
normalization. They adopt a variant of the Generalized Leontief (GL)
function to avoid this problen. Their model appears to yield
sensible results which are free from the asymmetry and bias found in
some other models.

Morrison (1988) used another version of the GL variable cost
function in a similar manner, to study and compare factor demand

patterns of Japanese and U.S. manufacturing. She estimated the Euler
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equations for demands for the quasi-fixed factors, since the BFW
approach is intractable with the complicated derivatives of the GL
function. Two alternative models were estimated, one with only
capital as a quasi-fixed factor, and the other with both labor and
capital. She found labor and capital price responsiveness to be
higher in Japan than in the U.S.

A study which distinguishes itself through the use of industry
level data is that by Rosanna (1987), which examines demands for
production workers, average hours, materials, work-in-process
inventories, finished goods, equipment and structures, for twenty
two-digit industries comprising the U.S. manufacturing sector.
Rossana uses annual data from the Annual Survey of Manufactures from
1958 to 1984. The paths of prices and output, which are assumed to
be exogenous, are determined by autoregressive techniques. The
demands for each factor are determined by ordinary least squares in
regressions using lagged values of all inputs, as well as expected
output and prices. Rossana’s calculated adjustment speeds are
unusual, with employment slow to adjust, but equipment adjusting
quickly. He finds evidence that equipment and employment are
complements.

The developments from this area of research are promising, and
there will no doubt be more progress in the application of dynamic
decision and expectations forming models to the estimation of factor
demands. A possible weakness of most of these empirical studies is

the use of aggregate data. Although they are predicated on models of
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firm-level decision making, the data used generally represent the
entire economy or all manufacturing. The use of industry-level data
would provide more meaningful estimates of dynamic factor demands, as
well as avoid some simultaneity problems that arise from treating
output and prices as exogenous.

For the most part, these studies have not made use of flexible
functional fo;ms because of the extreme complexity 1in modeling
adjustment costs and expectations in conjunction with these
functional forms. However, substantial use has been made of duality
theory in the derivation of the normalized restricted cost function,
and in the use of Shephard’s Lemma to derive conditional demands for
variable factors. In the next section we will review some of the
recent developments in duality theory and flexible functional forms
that are relevant to the estimation of empirical investment

equations.
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3. Duality Theory and Flexible Functional Forms

The fundamental principle of duality in production states that
the cost function of a firm summarizes all of the economically
relevant aspects of its technology.23 This notion, along with
Shephard’s Lemma, has allowed us to infer the structure of production
as embodied in the cost function through the estimation of factor
demand functions, or through the direct estimation of the cost
function in conjunction with the factor demand functions.24

For production structures that use both quasi—fixed25 as well as
variable inputs, a normalized restricted cost function (NRCF) is
utilized to derive the variable factor demands. This cost function
is restricted in the sense that its value is conditional on the level
of the quasi-fixed factors and output. The normalization is usually
on the prices of one of the variable factors. Demands for the
variable factors can be obtained from the NRCF by Shephard’s Lemma.

The optimal paths for the quasi-fixed factors must be calculated by

dynamic optimization techniques.

23Varian (1978, 38).

24An alternative which is equally appealing theoretically, but
not used much in practice, is the estimation of the profit function,
possibly in conjunction with an output supply function or factor
demands. Due to a lack of good data on profits, the direct estimation
of the profit function is rarely pursued. For that matter, direct
estimation of the cost function is rare, because of simultaneity
problems.

25A quasi-fixed input is an input subject to costs of change, or
adjustment. Because of these adjustment costs, a firm may not adjust
immediately to a new long-run optimum for this input. The solution to
the demand for this input is a dynamic problem.
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Assume that the production characteristics of a firm can be
represented by a production function relating productive capacity to
input levels and other factors such as technology. By the principles
of duality theory, this same information can be characterized by the
dual cost function. If the form of the production function implies a
dynamic response of the quasi-fixed factors, the dual is a normalized
restricted cost function. In order to derive estimable factor demand
equations, a specific functional form must be adopted as an
approximation to the cost function.

The choice of any functional form for the cost function implies
the adoption of a number of maintained hypotheses. These are
necessary for the estimation of any empirical factor demand
equations. If these maintained hypotheses are not plausible, then
tests performed in their presence may not be convincing. For
instance, it would not be appropriate to test an assumption such as
convexity of the technology if we were assuming a CES production
function.

Flexible functional forms have arisen to satisfy the need for
forms which embody as few maintained hypotheses as possible, yet can
represent important characteristics of technology. Historically, the
focus has been on five main characteristics: (1) Distribution (the
income shares of factors of production); (2) Scale (the existence of
constant, increasing, or decreasing returns to scale); (3)
Substitution (the degree of substitutibility of factors of

production); (4) Separability (the decomposition of production into
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nested or additive components); and (5) Technical Change
(modification of the technological structure over time).26 Desirable
functional forms should be able to represent these aspects of
technology with as few parameters as possible, be easy to interpret
and compute, and exhibit robustness of behavior outside the sample
range. However, any functional form implies the imposition of
subjective maintained hypotheses upon the problem so that tests
performed with the functional form are not equivalent to tests
relevant to the actual cost function.

Before reviewing some actual forms that have been proposed as
approximations to cost functions, the basic derivation and qualities
of the cost function will be stated. Assume a production function,
or production possibilities set, that defines all feasible
input-output combinations:

Q = { %x,q: x can produce q}
For each q an input requirement set can be defined, showing all input
combinations which can produce q:

X(q) = { x:(x,q) € Q}
With cost-minimizing behavior, the cost function can be derived as
the minimized total cost conditional on q and factor prices p:

C(q,p) = min { p-x: x € X(q)}
The 1input requirement set 1is assumed to have the following

properties:

26Fuss, McFadden, and Mundlak, (1978, 221).
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R.1 Location. X is a non-empty subset of the non-negative
orthant.

R.2 Closure. The frontier of X belongs to X.

R.3 Monotonicity. 1If a given output can be produced with an
input-mix v it can also be produced with a larger input.

R.4 Convexity. X is convex.

Diewert (1971) has shown that these assumptions imply the following

five properties of the cost function:

C.1 Domain. C(q,p) is a positive real-valued function defined
for all positive prices and outputs; C(0,p) = 0.

C.2 Monotonicity C(q,p) is non-decreasing in output and
non-decreasing in prices.

C.3 Continuity. C(q,p) is continuous from below in q and
continuous in p.

C.4 Concavity. C(q,p) is concave in prices.

C.5 Homogeneity C(q,p) is linear homogeneous in prices.

Empirical work usually assumes the property of
differentiability as well, which yields Shephard’s Lemma and the
symmetry of cross-price effects. Economic properties embodied in the
cost function, such as returns to scale, distributive shares, and

price or substitution elasticities, can be quantified in terms of the
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cost function and its first and second derivatives.

A necessary and sufficient condition for a functional form to
reproduce comparative statics effects such as these at a point
without imposing restrictions across these effects is that it have
(n+1)(n+2)/2 distinct parameters. This condition is satisfied by a
second order Taylor’s expansion. Table 3.1 catalogues a number of
the most well-known functional forms used in empirical analysis. The
Cobb-Douglas function is the simplest, and can be viewed as a
first-order Taylor series expansion of 1ln Q around 1ln pl. The CES is
a first-order expansion of Qp in powers of pp. The translog is a
second order expansion of 1ln Q in powers of 1n P, whereas the
generalized Leontief and quadratic functions are second-order
expansions of Q in powers of p?qand P, respectively.

Theoretically, choice between these functional forms should be
based upon their quality as approximations to the "true" functions
over the domain of interest. The Cobb-Douglas and the CES functions
satisfy regularity conditions globally, but cannot be used to model
very sophisticated technologies. On the other hand, the more
flexible functional forms can represent more aspects of production
technology, but may be unreliable outside a certain range of data. A
number of researchers have attempted to determine just how well
various flexible forms can model technology.

Berndt, Darrough and Diewert (1977) fitted the translog,

generalized Leontief, and generalized Cobb-Douglas forms to Canadian

expenditure data and found the translog to have the most reasonable

58



properties. Appelbaum (1979) and Berndt and Khaled (1979) have
examined the Box-Cox functional form, which contains the translog,
generalized Leontief, and generalized square root quadratic as
limiting cases. Using U.S. manufacturing data from 1929 to 1971,
Appelbaum found that the generalized Leontief and generalized square
root quadratic were the best forms for the representation fo the
primal and dual specifications of technology. Berndt and Khaled used
1947-1971 manufacturing data, and tested the three alternative
functional forms as restrictions on the more general Box-Cox form.
Thevaere able to reject the generalized square root quadratic, but
unable to reject the generalized Leontief. Tests for the translog
were inconclusive.

Caves and Christensen (1980) used analytical techniques to
compare the ranges of observations over which the translog and
generalized Leontief are capable of modeling well-behaved
tehnologies. They found the translog to be well-behaved over a wider
range when the true elasticities of substitution have large values,
and the generalized Leontief to be well-behaved over a wider range
when the elasticities of substitution have small or dissimilar
values.

Another line of attack has been to test alternative functional
forms within a Monte Carlo approach. Wales (1977) used Monte Carlo
techniques to determine the range of data points over which the
translog and generalized Leontief provided acceptable approximations

to a two-input linearly homogeneous CES technology. Wales found that
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the performance of the translog deteriorated as the true elasticity
of substitution departed from unity in either direction, and that the
performance of the generalized Leontief deteriorated as the true
elasticity of substitution increased away from zero. The performance
of both forms deteriorated with increases in the dispersion of the
independent variables in the estimating equations. Guilkey and
Lovell (1980) used Monte Carlo techniques to investigate the ability
of the translog form to track technologies of increasing complexity
with a fixed degree of dispersion in the data. They found only
modest deterioration with increases in complexity, unless the true
elasticities of substitution departed from unity in either direction.
Guilkey, Lovell, and Sickles (1983) developed a similar experiment,
but tested the ability of the translog, generalized Leontief, and
generalized Cobb-Douglas to track returns to scale and
complementarity and substitution between inputs. Their findings
indicate that all three approximations perform well when the true
technology is Cobb-Douglas, although there is a slight preference for
the translog. They also find that the generalized Leontief dominates
when the true technology has small elasticities of substitution.
However, the generalized Cobb-Douglas and translog are better at
detecting input complementarity. The authors conclude that they have
failed to find a functional form that outperforms the translog.
Pollak, Sickles and Wales (1984) introduced two new functional
forms, the CES-translog and the CES-generalized Leontief, focusing

particularly on the behavior of the CES-translog. The CES-translog
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is compatible with a wider range of substitution possibilities than
either the CES or the translog function. They brought together eight
data sets from other studies, and compared the relative performance
of the CES, translog and CES-translog. According to likelihood-ratio
tests, the CES-translog was found to be superior to either the CES or
the translog, and violated regularity conditions less often than the
translog.

Barnett (1982) proposed a functional form based on the Laurent
expansion, as opposed to a Taylor series expansion. This is the
minflex Laurent functional form, since it uses the minimum number of
parameters necessary to attain flexibility in the sense defined by
Diewert. Barnett shows that the remainder term of a Laurent
expansion varies less severly over the region of approximation than
that of the Taylor series expansion. Also, the imposition of global
regularity on the minflex function is less restrictive than upon a
generalized Leontief function. Barnett and Lee (1985) follow Caves
and Christensen (1980) in using an analytical technique, but compare
the regular regions for the translog, generalized Leontief, and
minflex Laurent functional forms. They find that the minflex Laurent
generally has the largest regular regions of these three forms.

Gallant (1981, 1982) has introduced a form based upon the
Fourier expansion: the Fourier flexible form. This form allows for
arbitrarily accurate approximations to a "“true" functional form by
dropping all high-order terms of the Fourier expansion past an

appropriate truncation point. Elbadawi, Gallant, and Souza (1983)
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show that, given the assumption that elasticities of substitution do
not oscillate wildly over the region of interest, then consistent
estimation of elasticities 1is possible with the Fourier form,
provided that the number of parameters is allowed to increase with
the number of observations. Chalfant and Gallant (1985) in a Monte
Carlo study wuse the Box-Cox function to generate various
technologies, and then try to approximate these technologies using
the Fourier form. They find that the bias of the Fourier form in
estimating elasticities is small, no matter what the true technology.
Gallant and Golub (1984) use the Fourier flexible form to illustrate
a general method for estimating the parameters of a flexible
functional form subject to convexity, quasi-convexity, concavity, or
quasi-concavity constraints at a point, at several points, or over a
whole region. Altogether, this flexible form appears promising.
However, the estimation technique is complex, and the form has not
been widely used to this date. |

Diewert and Wales (1987) introduced some new functional forms
in order to develop methods to impose curvature conditions globally
in the context of cost function estimation. The generalized McFadden
cost function is shown in Table 3.1. Using this functional form, the
imposition of the appropriate curvature conditions at one point
imposes them globally. The generalized Barnett cost function, also
shown in Table 3.1, is a generalization of Barnett’s minflex Laurent
function. Using the data set of Berndt and Khaled (1979), these

forms are estimated and compared to the estimation results from the
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translog, translog with concavity imposed, and generalized Leontief.
Elasticity estimates for the five models are roughly similar, except
for the concave translog. All the functional forms yield plausible
estimates of returns to scale and technological change, and the
results are similar to the conventional functional forms. However,
these two forms do have the advantage that they impose globally the
restrictions implied by microeconomic theory.

Which functional form to use for empirical work is still an
unsettled question. Although the Fourier, generalized McFadden, and
generalized Barnett have desirable properties, estimation is more
complex, and there is no guarantee that they will prove superior in
other than the static models for which they have been tested.

There are generally two approaches that have been followed for
the specification of econometric equations. The first is to derive a
static expression for the demand for capital wusing marginal
productivity conditions or Shephard’s Lemma. Costs of adjustment are
introduced in an ad hoc manner through the specification of simple
distributed lags. The second approach involves explicitly solving for
the time path of the optimal stock of fixed factors, considering
costs of adjustment and the expected paths of exogenous variables. A
functional form then must be specified for the normalized restricted
cost function, which is conditional on output, prices of the variable
factors, and stocks of the quasi-fixed factors. The most commonly
used functional form for the NRCF is the quadratic function, since it

yields demands which are 1linear in input prices. Pindyck and
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Rotemberg (1983, 1985) use a translog form for the restricted cost
function.

I have chosen the generalized Leontief to estimate two models
presented in the next chapter. This functional form has a number of
advantages. First, the form for the factor demands arising from the
generalized Leontief form 1s fairly convenient to estimate. Second,
in the presence of measurement error in the factor prices, the
generalized Leontief implies more conservative maintained assumptions
about the underlying technology.27 Third, from the generalized
Leontief factor demand equations can be derived directly, whereas
from the translog and other forms factor share equations must be
derived. In the static framework, it is more difficult to derive an

investment function from a factor share equation than from a factor

demand equation.

27In the presence of measurement error, the translog function is
biased towards the Cobb-Douglas form, with a unitary elasticity of
substitution. The generalized Leontief, on the other hand, is biased
towards the Leontief form, with a zero elasticity of substitution.
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Table 3.1
FUNCTIONAL FORMS USED TO APPROXIMATE COST FUNCTIONS

Cobb-Douglas

N

lIn C(p,Q) = a +i§1alln P+ aoln Q
CES
N 1-g] 1o
In C(p,Q) = a +alnQ+ 1n|l ¥ ap ]
i=1
Translog
N
In C(p,Q) = a + a, In Q + = 2 (1n Q)% + ¥ a ln p,
1=1
N N N
+=-Y X a, iIn P, 1n p + ¥ a ln Q 1n P,
2o j=1 1 1=1

Generalized Leontief

N
Cc(p,Q) =Q Y} Z a p/?p'? (homothetic version)
lj i j
1=1 j=1
Quadratic
N N N N
C(p,Q) = a, *+a Q v a Q +QYb Pt Y a Pyt Yy ¥ a PP,
1=1 1=1 1=1 j=1
Generalized Square-Root Quadratic
1/2
c(p,Q) = [ Y Z 1 sPiP J] (homothetic version)

1=1 j=1
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Generalized Cobb-Douglas

In C(p,Q) = a, * a, ln Q + = a, (ln Q)

N N N
+Y Ya j1n(bipi + bjpj) + Yy aoiln Q 1In p,
1=1 j=1 1=1
CES-Translog
N 1] A
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1=1
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2 1 Qi 1
1=1 j=1 i=1
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Minflex Laurent
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Generalized McFadden
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and the 1 superscript refers to the normalized price.
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Generalized Barnett

C is identical to the Generalized McFadden, but:

N N N N
1 1/2 1/2 2 -1/2_-1/2
g =Y Lap P’ -L LbpPP P
=1 g3l =2 J5¢
N 172 _-1/2_ 2
-Ye p °p,
{02 1571 i ]
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Generalized Box-Cox
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= 1
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0 N
BlQ,p) =B+ - 1nQ+}¢ Inp
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A = 2 = Generalized Square Root Quadratic

A 1 = Generalized Leontief

As A » 0, = Translog
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4. Previous Investment Models at INFORUM.

The investment equations used in the INFORUM model have changed
over the years, incorporating new developments in the investment and
factor demand literature, and taking advantage of the increased scale
and flexibility of the full model. The models have moved in the
direction of becoming more consistent with the properties dictated by
microeconomic theory, but have also become more complex.

One question this study will address is whether the increased
complexity and economic rationale of the equations has contributed or
detracted from good simulation properties. It is quite true that a
more complex specification may provide us with more economic content.
On the other hand, the equation may be misspecified in some sense,
yielding false or biased parameter estimates, which may lead to bad
simulation properties. Of course, if I find that a simple
accelerator model outperforms another model well grounded in the
theory of production, this does not mean that the apparently more
sophisticated and economically sensible theory should be abandoned.
In many cases the particular failures found in the simulation
exercise can lead to the discovery of a flaw in the model
specification. Examples will be given in chapter V, where the

simulation performance of the investment models is compared.

Almon’s Model

The original treatment of investment in the INFORUM model is

reviewed in Almon (1966). This was based on the functional
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apﬁroximation method for finding the necessary investment to attain
equilibrium growth. However, for ordinary forecasting of the U.S.
economy, this method was considered to be too cumbersome. Therefore
an econometric approach was adopted, in which investment for a given
year was explained in terms of output, cash flow and other
variables.28 In this framework, each year’s investment depended upon
variables calculated in the preceeding year.

The typical investment equation in this model specified that
gross equipment investment It is proportional to the gap between
desired stock K* and the stock that would be available at the end of
the year if no investment was made: (1—d)Kt, where Kt is the actual
stock at the beginning of the year and d is the depreciation rate.
This can be expressed by:

*
(4.1) It = at[Kt - (l-d)Kt]
K: is specified to depend linearly upon output:
(4.2) K =
. t = %o + CIQt

The rate of adjustment depends upon the adequacy of cash flow, CF
relative to the size of the gap to be filled between actual and

desired capital stock:
*
(4.3) a, = c2 + C3CF/[Kt - (1-d)Kt]

Substituting (4.3) and (4.2) into (4.1) yielded the estimating

28This model is developed in Almon (1968).
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equation:

(4.4) I, =B +BQ_ *BK  +BOF_ +e

where the B’s are regression coefficients.

This equation was estimated for 69 industries comprising the
U.S. economy. Results were mixed, with about half of the sectors
giving good fits, small standard errors, and sensible forecasts.
However, the remaining sectors suffered from a number of problems,
the most common of which was a positive coefficient on the capital
stock term. It was found that these sectors gave poor forecasts that
did not respond correctly to changes in output. Therefore, the
coefficients on the stock term were specified a priori, and the fits

were still just about as good as those from the OLS estimates.

Mayor’s CES Model

Thomas Mayor’s investment model (1968, 1971) borrowed from the
early work of Hall and Jorgenson (1967), specifying investment as the
sum of replacement investment and net investment. Net investment was
based upon the notion of a desired capital stock, which depended in
turn on changés in output and a relative user cost of capital. The
derivation of the optimal capital stock assumed the existence of a
constant elasticity of substitution (CES) production function
characterizing each of 68 investing industries:

(4.5) Q = Qlyk ® + (1-nLP17P
where Q is industry output, K is the capital stock, L is the labor

input, Q 1is the Hicks neutral efficiency parameter, ¥ 1is the
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distribution parameter, and p is the distribution parameter, where
the elasticity of substitution between capital and labor o = 1/(1+p).
The functional form of this production function, together with the
assumption of profit maximizing behavior yields an expression for the
desired capital stock. The demand for capital equipment by the firm
is set by the equilibrium condition that the marginal cost of
equipment ¢ equals the value of the marginal product of capital:

aQ
oK

(4.6) c=P
where P is the price of output Q, and K is the capital stock. If we
assume the CES production function, the marginal product of capital

can be written:
aQ _ c
(4.7) 2K " B (K/Q)

where B is a scalar, and ¢ is the elasticity of substitution between
capital and labor. Substituting (4.7) into (4.6) vyields a
relationship between desired capital K', output Q@ and the relative
user cost of capital r = c¢/P:

(4.8) K = aQr™

where a = 1/8. (The measurement of ¢ is discussed in Appendix C.)
From this relationship for desired stock a net investment equation is
derived for estimation purposes. Mayor wused the following

approximation for desired net investment:

(4.9) Xg

where X%approximates the change in desired capital between periods t
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and t-1. Since the effects of changes in the relative rental rate of
capital r and changes in output Q affect investment with a spread of
several periods, net investment is modeled in the estimating equation

by a distributed lag on Xt:

n
(4.10) N =TwX  +¢

where n is the length of the specified lag. If we assume, with
Jorgenson, that capital depreciates geometrically at a rate &, then
replacement investment can be modelled simply by 6Kt. This yields

the expression for gross investment:

n
(4.11) I =T wX .+ 8K
n

In addition to the restriction that § wo= 1, Mayor assumed that the
1=1

first two or three wi’s were arbitrary, but that the rest declined
geometrically at the rate A. Mayor’s full regression model for net

investment was:

(4.12) I =aw |— - 21| 4 a(w -aw ) |—2 - 22
t 0 () o 1 0 [ o
r r r r
t t-1 t-1 t-2
+ Al + €
t-1 t

Estimates of the w’s in this model follow from the regression
coefficients and the restriction that the w's sum to unity.

Since the elasticity of substitution o enters this equation
non-linearly, a simple scanning technique was used to find the value
of ¢ which yielded the best fit, within a reasonable interval.

Overall, Mayor achieved fairly good fits, with an average R of .70
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for net investment. Alternative regressions were run with a version
of the flexible accelerator model, which yielded poorer results.
While estimates of o varied considerably among industries, there was
an unmistakable tendency for this parameter to take on values
significantly different from unity. A lag structure similar to that
of Hall and Jorgenson was found, with about 70% of the investment
response occurring within the first three years.

Mayor did not attempt to test this model in a historical
simulation framework. If he had done so, he might have found the
inclusion of the lagged dependent variable to be a problem. In a
footnote29 he admits only that the use of this variable can lead to a
bias in small samples. He discusses a reparameterization of the
model that would remove the lagged dependent variable, but finds the
results unsatisfactory, supposedly because of specification and data

errors.

29Mayor (1971, 29).
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Reimbold’s Version

Thomas Reimbold (1974) improved upon Mayor’s model in a number
of ways. Using a slightly different specification for net
investment, and assuming that the investment response occurs within
five years, he avoided the use of the lagged dependent variable.
Using a quadratic programming algorithm to estimate the parameters,
he was able to impose more reasonable constraints on the parameters.
Finally, he adopted a more flexible and realistic approach to the
treatment of capital stock and replacement investment.

Reimbold approached the derivation of desired net investment as
follows. Differentiating both sides of (2.8) with respect to time,
an expression for the change in the desired capital stock can be

30

obtained, which can be interpreted as desired net investment:

(4.13) K = o [0r° - oQrr- 9]

where the dot over a letter signifies differentiation with respect to

time. Now divide both sides by K to obtain

(a.12) (K"K = (¥/YV) - olr/r), or

(4.15) K = [(¥/7) - or/)] K
Using a first-difference approximation to represent the differential
with respect to time, and replacing the unobservable desired capital

K with "actual" capital stock K, the above equation becomes:

30The following exposition is found in Reimbold (1974) Chapter
IV.
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(4.16) X; = -0 K

where Xtapproximates the change in desired capital between periods t

and t-1. Like Mayor, Reimbold then modelled actual net investment as

a distributed lag on desired net investment (See equation (2.10).

However, unlike Mayor’s model, where replacement investment was

assumed to be a constant proportion of the capital stock,

replacement investment was calculated as the spill from the second
31

bucket of a two bucket scheme for measuring the capital stock. In

the two bucket scheme, capital stocks are constructed as follows:
(4.17) Kt = B1(t) + Bz(t)

where

(4.18a) Bl(t) = It + (l_dt) Bl(t—l)

(4.18b) Bz(t)

d B (t-1) + (1-d ) B_(t-1)

and It is gross investment at time t and dt= 2/Lt, where Lt is the
average service life of equipment. Replacement investment consistent
with this specification for the capital stock is dtB(t—l).

This investment equation was estimated with a number of
constraints imposed. The weights w, were expected to Dbe
non-negative, and once they begain to decline, to continue declining.

It was also desired that these weights should sum to one. Although a

31See Appendix B on the calculation of capital stocks and
replacement investment.
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constant term was included in the equation, it was softly constrained
to zero. Finally, the service 1life assumption wused in the
calculation of the capital stocks and replacement investment was
constrained to be close to its 1960 value. Since the fitted equation
is non-linear, and subject to 1inequality constraints, it was
estimated by the Dantzig quadratic programming algorithm. The basic
objective function for the quadratic programming routine was the

following:

g, }T > 2 > 2
(4.19) min Z = — (Nt -a-Y wixt_i) + gz(l - Y wi)
s 1=0 1=0
N t=1

*

a® L1960 - L1960
ce[ 5] e e [

2
L
N 1960

subject to w > 0 for all i, where the g’s are constants and s® is the
N

variance of Nt. The g’s express the subjective rates of tradeoff
between R2 and the strength of the three a priori expectations.

Reimbold estimated one set of regressions with data from 1953
to 1971, and another set from 1953 to 1966, which was tested with a
simulation from 1967 to 1971. The regressions were performed for 87
sectors comprising the U.S. economy. He found quite a diversity in
the 1lag response of net investment to 1its determinants. The
estimated elasticity of substitution between capital and labor was
well below one in all but a few industries.

It is notable that for 28 out of 87 sectors, Reimbold found a
smaller average absolute percentage simulation error than the

corresponding average absolute percentage regression error. Most of
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the sectors had simulation errors of less than 10%. Reimbold also
estimated a version of the equations without imposing any
constraints. Of course, the unconstrained version fit at least as
well as the constrained version for all industries. However, it is
notable that for 55 out of 87 sectors, the constrained version
outperformed the unconstrained version in the simulation exercise.
This was particularly true in the manufacturing sectors, where better
data exists.

Reimbold also examined the sensitivity of the equations to the
period of estimation by comparing the results of the 1953 to 1967
regressions to those estimated from 1953 to 1971. He found: (1) that
there was a general slowdown in adjusting the capital stock to its
desired level, since most equations showed a lower cumulative weight
after the third year when they were estimated to 1971, rather than
only to 1967. He also found that the extra five years of data
improved the regression fit.

Reimbold went far in an attempt to test his equations in a
simulation framework. He presents the results of four simulations
using the constrained or unconstrained equations with or without
rho-ad justments. His general findings are that the constrained
equations simulate better than the unconstrained equations, but that
the rho-adjustment improved the performance of the unconstrained
equations dramatically. The contribution of the rho-adjustment is
also more significant for short term forecasts, which should be

obvious.
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Almon and Barbera’s Model

This modelaz, like those of Mayor and Reimbold, is based on the
CES production function. However, the output and price effects in
this model were estimated separately, each with its own set of
distributed lag parameters.

The theoretical model is based on equation (2.8) above for the
desired capital stock. However, the distributed lags for output and
the price of capital are specified separately because of the
expectation that the lag in reaction to r is likely to be slower than
the lag in reaction to Q. The fundamental equation for the desired

capital stock is:
- m n
(4.20) Kt =« [[Q '_Tr

where

In this case, o is the long run elasticity of substitution. The
assumption is made that o = aoeat where a is a small number of order
.01. Taking logarithms of both sides and then taking first
differences yields:

m n
(4.21) éKt =a + ) W, éQt_i +1§ o Ar

i t-i
i=0 o]

32Almon and Barbera (1979).
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where the symbol A means the first difference of a logarithm, which
is represented by a fractional change. For example:
aQ, = (@, - ¢,_)/Q

t-1

Multiplying both sides of (2.20) by Kt__1 we obtain:

m n
(4.22) AKt = a Kt_1 + Kt_llgow1 éQt_i +1§0¢1 ért_i

Equation (4.22) was estimated for net investment in 87 sectors
comprising the U.S. economy by a quadratic programming technique
similar to that used by Reimbold. This technique was used in order
to get the equations to satisfy various a priori expectations about
what would constitute reasonable values of the parameters. Capital
stock and replacement investment were estimated by the "two bucket"
method used by Reimbold.

Overall, the results support the contention that investment
responds more quickly to changes in output than to changes in the
cost of capital. It was also found that different assumptions as to
the appropriate construction of the user cost of capital did not
greatly affect the fit of the equations. Although Almon and Barbera
simulated the response of these equations to a change in the
investment tax credit they did not test the performance of the

equations within the full INFORUM model with a historical simulation.

Barbera’s Generalized Leontief Model

Anthony Barbera (1982) developed an investment equation based
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on an interrelated factor demand model derived from the generalized
Leontief cost function. His model consists of a three-equation
system of demands for capital, labor and energy, based on sectoral
outputs, the user cost of capital, the prices of labor and energy,
and the capital stock. He also further generalized and extended the
bucket approach to the measurement of capital stock and replacement
investment.

Barbera assumed a production function based on capital, 1labor,
and energy, augmented by technical change:

alt azt a3t aDt
(4.23) Q = F(Ke , Le , E e

where t represents time and the a parameters are technical change
coefficients.

The cost function dual to (4.23) was approximated by the
Generalized Leontief (GL) cost function developed by Diewert33. A
general homothetic representation of this function is:

-a_t

(4.24) C(P, Q) =e "QTT bU(Pin)l/z
L)

where b =b ; i,j=1,3
i} 31

Shephard’s Lemma states that optimal static input demands can

33See Diewert (1971) for the development of this flexible

functional form. The choice of this form over the translog and other
flexible forms is that the Diewert function yields factor demands
directly, whereas most of the other flexible functional forms yield
demands for input shares. Section 3 contains further discussion on
the use of flexible functional forms and duality theory to obtain
empirical investment equations.
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be obtained from (4.24) by taking the derivative of the cost function

with respect to the input price:

1,3

ac 'ant 3 1/2
(4.25) Xn = T = e Qt{ JZ blj (Pjt/Pit) } 1

where X = (Ke , L, E 3 )

The estimated equations for energy and labor demand are
directly obtained from this expression, except that the factor
augmenting and disembodied technical change terms are combined into

a = a, + a, and a, = a, + a. These equations are shown below.

-a t
_ L 1/2 L
(4.26) L =e { ) bLJ(PJ/PL) } T W Qt-j
b J
-3t 172 E
(4.27) E =e { Y bEJ(PJ/PE) } Y v Ot—j
j b

In order to derive an expression for net investment, first note

that (4.25) can be transformed to yield an expression for the desired

capital-output ratio:

-a_t
(4.28) k/Q)" = e F£(P)

172
where f(P) =} bKj(Pj/PK) ; a =a +a

j
Desired net investment, N: can then be written as the total

differential of (4.25) with respect to time:

» * -a t
(4.29) N, = (K/Q)'dQ + e K'Q dr - aK(K/Q)" Q

The first term of this expression is that part of desired net

investment that results from a change in the level of demand, which
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is the product of the change in output and the change in the optimal
capital-output ratio. The second term reflects net investment due to
a change in relative prices, given a certain level of demand. The
third term shows that portion of desired net investment resulting
from an increase or decrease in the productivity of capital.

In moving from (4.29) to an empirically estimated equation,
estimated, several possible specifications could be chosen. One
issue entertained by Barbera was whether or not production should be
modeled as "putty-putty" or "putty-clay". The interpretation of
putty-clay which he adopts is that of Bischoff (1971), which is that
once capital is purchased and installed, the capital-output ratio is
fixed for that vintage of capital. But as equipment depreciates,
each firm can purchase replacement capital in combination with other
factors consistent with cost minimization, given the relative factor
prices at the time of replacement.34 In a putty-putty model, on the
other hand, changes in current relative prices can lead to changes in
the capital-output ratio even on older vintages of capital.

In the context of this model, the distinction of putty-clay
versus putty-putty for net investment reduces to whether or not we

should include the second term of (4.29) in our estimating equation.

345ee Barbera (1985) for a published version of this model. This
version of the GL model was also used in a tax impact study by
Barbera, Pollock and Meade (1986). Bliss (1968) contains an excellent
survey and theoretical discussion of the various interpretations and
implications of the putty-clay concept originally developed by
Johansen (1959).
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If this term is present, then current changes in the relative prices
of capital, labor and energy can affect the entire capital stock.
Otherwise, only changes in output will affect the determinination of
the optimal net investment in the current period. Of course, the
quantity of net investment desired for a given change in output is
dependent on relative prices, since the optimal capital-output ratio
depends upon relative prices. The form of the equation for net

investment in the GL net investment equation is

-a_ t
_ K 1/2 K _
(4.30) N =e { )J: be, (PP } lj\j wiaQ_, - &k,

where ¥} W= 1
]
j
Replacement investment in this model is specified in a manner

consistent with the putty-clay hypothesis.35 As equipment is being
replaced, firms are free to combine this new equipment with other
factors to produce output at rates consistent with cost minimization
given the relative prices holding at the time of replacement. This
notion is summarized by the expression for the optimal capital-output
ratio (K/Q)* as a function of relative prices.36 If It is real gross

investment in year t-i then capacity installed in that year, de,

can be expressed as

35Barbera (1985) contains an exposition of the derivation of a
replacement measure consistent with putty-clay.

36Although expected relative prices and changes in output are the
relevant determining variables, current period prices were used to
model expected prices, and a distributed lag of changes in output were
used to model the expected change in output.
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*
(4.31) Ck_i = It—l/(K/Q)t—i
This is a measure of capacity in terms of the amount of incremental
output that can be produced by the new capital equipment installed,

assuming K/Q* is the optimal capital-output ratio. The total amount

of capacity lost in year t due to depreciation is given by
_ t
(4.32) C; =¥y dcC

where the di’s are determined by the pattern of depreciation and the
average service 1life of capital and must sum to unity.37
Consequently, replacement investment in year t is

(4.33) R = (K/Q)T,
Combining the equations for net investment and replacement investment
into one equation for gross investment yields the following equation,
estimated for each industry:

(4.34) I =e_a‘t{)jb (P /P )1’2}{§w‘ AQ +6}-ax

t I Kj J K 320 3 T3t K t-1

A five period distributed lag was chosen for the change in
output, since this gave the best fit, and was consistent with other
empirical studies. The equation was estimated in conjunction with
the equations for labor and energy demand, with cross equation

constraints and linear 1inequality constraints imposed. These

constraints will be discussed below, when we compare the results of

37See Appendix B for more on the determination of patterns of
depreciation, using combinations of 1st, 2nd and 3rd order Pascal
lags.
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the putty-putty and putty-clay models. The algorithm used to
estimate the parameters was the Dantzig quadratic programming
algorithm.

Barbera’s approach to the putty-putty model was quite
different. The second term of (4.29) was included 1in this
specification to allow for an ex post effect of a change in relative
prices on the composition of factor inputs. In addition, the effect
of changes in relative prices on the demand for net investment was
modelled as a 3 year distributed 1lag. Finally, the 1lagged
capital-output ratio was used as an approximation to the optimal
capital—odtput ratio, to simplify the estimation procedure. The

putty-putty equation for net investment can be written

-a t
(4.35) N = (K/Q), ):w B, +e “Q % zs‘j a(p /P )2
m 1=0
-a K m=L,K,E
K t-1
K
where Y w. =1,
J
J
3 x
and } Blj = bxj’ where bKjis the corresponding paremeter from the GL
1=1

cost function. Replacement investment in this model is represented
by a weighted combination of Pascal lags, or equivalently, as a
weighted average of the spills from a three bucket scheme for

measuring the capital stock.38This can be simplified as

See Appendix B.
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(4.36) R =

e, d1 Di(t)

1

IHMw

3
where ¥ d =1
1=1

and Dt(t) = (1-A) Bi(t-l), where Bi is the i’'th bucket in a three
bucket scheme for measuring the capital stock, and A is a spill rate.
Combining the equations for net investment and replacement investment

yields the estimated equation for gross investment:

(a.371) 1 = |& Ew‘ AQ  + e-aKtQZ ;B‘” A(P_/P )1’2*
) t Q |t-1 j t-}j t 1 m Kt-1
j=0 m 1=1
3
- ath-1 +1§ diDl(t) m=ENK,L
* 3 LI
where =L Q_ /4 and A(P/P)Y? =T AP /P )%/s
1=0 . j=0 ]
ok K
Yyw =1, w =0, j=0, 4
joo ) 3
3
Ld =1, d =20, i=1,..3
1=1
3 x
Y BIJ = bxj’ a parameter of the Diewert cost function

—
[=3

The expressions with the star superscript are an attempt to
approximate measures of expected output and changes in prices. This
equation was estimated in conjunction with a labor demand equation
with labor divided by output as the dependent variable. This labor
demand equation included a second time trend to account for the
dramatic change in the rate of growth of labor productivity that

began around 1970. The estimated labor equation for the putty-putty
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39

model was:
L -athl _athz 3 13 172
(4.38) [~—Q——] = e e {2 231 A(Pm/PL)t-l}
m 1=1
2
L -
3=0
L1 . L
where [TTJ = E: ETTJt-J 4
i=0
3L
and éQt = (Qt - Qt_i)/Qt_1 ) W= 0
1=0
tl =1 in 1947
0 t < 1970
t,=9 t-1969 t = 1970 ...

Note that symmetry of the B’s is imposed between these two equations,
so that Bij = Bfi v 1,i,]. This implies symmetry of the price
responses as well as symmetry in the time pattern of response.

Both the putty-putty and the putty-clay models were estimated
subject to a set of constraints. Some of these are displayed above.
In the investment equations, the wf’s are required to sum to unity.
This 1implies that if the optimal capital-output ratio remains
constant, a given increase in output will eventually result in a
proportionate increase in desired capital. The weights were also

required to be positive, because negative weights were considered

unreasonable. The dl’s in both specifications were also constrained

39This model was estimated earlier than the three-equation

putty-clay model, and at that time Barbera did not have energy data
available.
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to sum to unity, and to be nonnegative. This ensures that each
dollar of equipment is eventually fully depreciated. The symmetry
effects were imposed to ensure that all equations were consistent
with the same underlying cost function. Constraints were imposed
upon the {blj} matrix to ensure that own price elasticities were
negative, and that capital and labor were substitutes.40

Both systems of equations were estimated for roughly 55
industries covering the entire private sector of the U.S. economy.
The data used was from 1952 to 1980. A comparison of the estimation
results of these two alternative systems of equations is problematic,
since there are so many possible sources of differences. However,
two significant facts emerge from looking at the estimated
elasticities from the two models. The first is that the elasticities
are significantly different between the putty-putty model and the
putty-clay model. In the putty-putty model, 33 out of a total of 53
own price elasticities for capital are zero, while only 4 industries
show zero own price elasticities in the putty-clay model. Since the
own price elasticities have been constrained by the estimation
procedure to be nonpositive, a =zero elasticity means that the

estimate would probably have shown the wrong sign in the absence of

40Since the GL cost function is a flexible functional form, there
always exists some vector of prices for which labor and capital would
be considered complements, unless the function satisfies concavity
globally. The constraint that labor and capital be substitutes was
applied by constraining bKL =z 0.
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the constraint. Of the remaining 20 industries, 14 show a higher own
price elasticity in the putty-clay model than in the putty-putty
model. On the other hand, labor’s own price elasticity is generally
smaller in the putty-clay model, except for 12 industries. The
interpretation of these results can only be conjectural, but the
divergence between the two models would lead us to doubt that we have
any sense estimated "true" elasticities, or the "true" cost function
lurking behind these estimates. There are probably more zero
elasticities for capital in the putty-putty model because it is more
tightly constrained. 1In this model, not only are the price effects
forced to be symmetric, but the distributed lag, or timing of the
adjustment process of capital and 1labor are constrained to be
symmetric. In view of recent evidence, this may be an unreasonable
assumption.41 Another reason may be advanced as to why measured own
price elasticities for capital are smaller in the putty-putty model.
Since this specification includes the f(P) term, which is multiplied
by output, changes in prices can affect the entire capital stock
needed to produce Q ex post. In this specification, a smaller value

of the own price elasticity is necessary to effect a given change in

41See Epstein and Denny (1983), who find the adjustment of
quasi-fixed labor stocks and capital related, but not symmetric.
Shapiro (1986) finds that hours worked adjust more quickly than either
labor stocks or capital. Morrison and Berndt (1981) find skilled
labor to be complementary with capital and to behave more like a
quasi-fixed stock, whereas unskilled labor is more flexible and a
substitute for capital.
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investment. In the putty-clay model, where the f(P) term is
associated with changes in output, a larger price elasticity is
required to cause a given change in investment. In any case, it
seems that for forecasting purposes, elasticities in the two models
do not imply the same response to a given change in prices.

It should be noted that the cross price elasticity between
labor and capital was significantly positive in all but less than 5
industries for both models. The cross price elasticity between
capital and energy was negative in about 40 industries for both
models, supporting the finding of complementarity in many of the
aggregate time series studies of factor demand. Industries that do
show energy-capital substitutibility generally have small
elasticities.

Barbera performed a limited simulation test of the equations he
estimated by integrating them within the full INFORUM model and
comparing the results with actual data.42 The putty-putty equations
were simulated from 1978 to 1981. The average absolute percentage
error (AAPE) of these equations was 5.8, 11.0, 19.3 and 9.1 percent,
with the model overpredicting investment in every year. However, the
overprediction was mostly in a few sectors. A simulation comparison

of the putty-clay equations was made from 1978 to 1980, and AAPE’s

42At the time the putty-putty equations were estimated, actual
data for investment was only available to 1977, so data was
constructed by projecting existing investment data with regressions on
BEA’s Plant and Equipment Survey.
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were calculated by industry. These varied from 8.1% for Electric
Lighting and Wiring Equipment (34) to 80.8% for Apparel(8).

Barbera also did an aggregate simulation comparison with the
employment equations from the putty-putty model. The AAPE for total
employment for 1978-1981 was 1.7, 2.3, 3.2, and 3.8 per cent,
respectively. Employment was underpredicted in every year. By 1981,
this resulted in a forecast unemployment rate of 11.5% instead of the
actual 8.1%.

Not surprisingly, the AAPE for investment was much higher than
that for employment, since investment expenditures are more volatile
than employment. It is interesting that in the aggregate simulations
with the putty-putty model, the investment forecasts erred on the
high side while the employment forecast was below actual. This
possibly indicates that the substitution effect between capital and
labor is stronger than the effect of output on employment. In an
employment model driven purely by changes 1in outputs, higher
investment would lead to higher outputs, which would stimulate higher
employment. Of course, it 1is also possible that the investment
equations were already predicting on the high side towards the end of
the estimation period, with the employment equations on the low side.

Comparing the overall simulation performance of the two models
is not really possible from Barbera’s results, since he only shows
aggregate results for the putty-putty model. Chapter V will compare
the full model simulation performance of a putty-putty and a

putty-clay model derived from Barbera’a models.
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The form of the investment equations used in the INFORUM model
has evolved considerably since work on the model began in the 1960s.
However, we have no indication of whether the more recent models have
improved the ability of the INFORUM model to forecast investment. As
these models have developed, the data set has changed, as has the
industry classification scheme. The INFORUM model has changed
significantly as well, so that in comparing forecasts, it is not
clear how much the differences in forecasting ability are due to the
investment equations per se, and how much they are due to other
differences in the model. The exercises in Chapter V will present
the first organized attempt to compare the relative performance of
these alternative models using the same data set and the same model

environment.
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5. Investment Equations in Other Macroeconomic Models

Relevant to a study such as this one is a review of the
investment equations used in full-scale macroeconomic models. These
are models most often used to address questions such as the impact of
tax policy or inflation on investment. Their design may be regarded
as an example of what is considered common practice in the area where
simulation capability should be considered most important. The range
of approaches exemplified by these models may serve as a benchmark
for the models in this study, in order to gauge what is thought to be
a reasonable response of investment expenditures to changes in
exogenous variables.

In this section I will review the structure of the equipment
investment equations in the BEA, Chase, DRI, Wharton, MPS, Michigan42
and Fair43 quarterly macro models. Unfortunately, I have found no
literature describing investment in models similar to the INFORUM
model, with investment equations at the industry 1level contained
within an annual macroeconomic model. The INFORUM model forecasts

investment expenditures on an annual basis, for 53 industries

42The description of the BEA, Chase, DRI and Wharton models
borrows extensively from Green (1981) and Chirenko and Eisner (1982,
1983), and the description of the MPS and Michigan models is derived
from Chirenko and Eisner (1983). These papers also compare the
various models in an ex ante simulation framework. The versions of
the models described here are accurate as of the early 80’s. I have
checked more recent documentation on the DRI and Wharton macro models,
and the equipment investment equations have not changed significantly
during this time.

43See Fair (1984) for the theoretical background and empirical
implementation of the investment equations in his model.
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covering the entire economy. These investment forecasts interact
with the forecasts of other final demands and prices at the industry
level. Of the seven models listed above, only the Wharton model
really has sectoral equations, and these are for nonresidential fixed
investment in both equipment and structures, and for only 9 or 10
sectors.

Although the types of analysis that can be performed with the
INFORUM model are richer, the disaggregated approach is also limited
by lack of sectoral data on variables that are available only at the
aggregate level. Also, it 1is still an open question whether
investment in the aggregate can be predicted better with aggregate
equations or as the sum of industry equations. Nevertheless, in a
closed input-output model, investment must be translated into demand
for producers’ durable equipment (PDE) by type, and this is best done
by forecasting investment by industry, in order to capture the
changing mix of investment demand. Indeed, one criticism of partial
simulations of the response of investment to tax policy, such as that
of Hall and Jorgenson (1967), 1is that these studies ignore the
secondary effects of increased output due to investment. To
implement these feedback effects, a full macro model is needed. An
input-output model with an investment-to-PDE bridge makes it possible
to determine the indirect effects of investment on further investment
as interactions between individual industries.

The investment equations in the following models will be

critically reviewed, with a special emphasis on their treatment of
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the cost of capital, the number of exogenous variables required to
make a simulation, and their possible interactions with the rest of
the model. The BEA quarterly econometric model will be discussed

first.44

The BEA Model

The BEA model uses two aggregate investment equations, one for
equipment and one for structures. The estimated equipment investment
equation is based on the assumption of a CES production function. In
this equation, investment is driven by the product of the ratio of
the price of output to the rental price of capital. The value of o,
the elasticity of substitution, is estimated at .74. The equation
basically contains two distributed lags: one 1lag 1is based on
differences in output; and the other is based on a measure of
tightness of capacity which leads to the demand for new capital. The
BEA equation is:

11 o 8 Cry
BEA: E =j§obj‘1(p/c)t-j(y-°87Yt-1) +_j§obj0(p/C) [—UT— - ]t-j

where

E = total producers’ durable equipment

44In the following outlines, an attempt is made to use a
consistent nomenclature across models. For the most part, variables
are defined as they are introduced.
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c = qlp - n°+ .38)(1-.7374k - uz)/(1-u) (rental cost of capital)

.22i%(1-.2u) + .011div/SP (opportunity cost of capital)

©
]

aggregate price index

©
[}

q = price of invéstment goods

elasticity of substitution

9
n

o
"

level of output

UT = rate of capacity utilization

n = the expected rate of inflation

k = the investment tax credit

z = the present value of depreciation
u = corporate tax rate

ie = expected interest rate

div = average dividends per share

SP = Standard and Poor’s index of 500 shares

q 1is measured as the implicit price deflator of total fixed
nonresidential investment, i° is constructed as a distributed lag on
recent values of Moody’s domestic corporate bond rate, in nominal
terms. n° is constructed as a distributed lag on various prices.
The rate of depreciation is constant at .38, and the corporate tax
rate is set at its maximum statutory value, but the investment tax
credit is multiplied by .7374 to get an estimate of the effective tax
credit. The required rate of return, or opportunity cost of capital,
is constructed as a combination of the after-tax interest rate and a

measure of returns to shareholders.

96



This model follows Jorgenson (1967, 1969, 1970) in
constraining the response of prices to follow the same distributed
lag as the response to output changes. The length of the lag period
was presumably chosen to obtain the best fit. Although this model
should be recommended for considering both the cost of debt and
equity financing in the construction of p,'the user cost formula does
not take the tax deductibility of interest payments into account.
The reliance on the capacity utilization variable UT is a weak 1link,
both because of problems of definition, and the difficulty of

forecasting this variable.

The Chase Model

The driving force of the equipment investment equation in the
Chase model is the new orders equation. This equation includes
sepafate terms for the tax parameters u, k and z, as well as a price
index, housing starts, capacity utilization, the current rate of
output of defense and space equipment, and a distributed lag on
consumer nondurable expenditures. The opportunity cost of capital,
p, 1s created as an average of interest rates and earnings-price
ratios. The economic rate of depreciation, 3, is constant at .181,
and the present value of depreciation z is measured by a weighted
average of straight line, sum of years digits, and double declining
balance, with weights that vary over time. The investment tax credit

k enters at its statutory rate.
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The equipment investment equation in turn 1is based upon
adistributed lag on new orders, an index of credit rationing, the sum
of consumption expenditures on durable and nondurable goods, and the
ratio of the implicit rental price of capital to the wholesale price

index index of industrial commodities. The rental price of capital

also enters indirectly into the equipment investment equation by also
being in the new orders equation. The interest rate in this model is
measured as the rate on newly issued AA bonds (nominal, before-tax).
Statutory maxima are used for corporate tax rate and tax credit. The
credit rationing variable is an attempt to pick up imperfections in
the capital market.

The equations for new orders and equipment investment in the

Chase model are:

Chase: NOR=b + bcecnd_ + b P_ + b _hs
o 1 2 3 T t-1

+ b UT + b YMIL +
4t 5

bu+bk+b[~z—]
6 y 8

1 -u
9
E = a + al(cd + cnd_) +j§0wj(c/p)t_j + aZCRED_ + a3NOR
where
NOR = new orders
cnd_ = a distributed lag on consumer nondurables45
cd = consumer durables
P_ = a distributed lag on a price index
45

The underscore notation is used to stand for a distributed lag
of unspecified length and type.
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hs = housing starts

YMIL

the level of output of defense and space equipment

CRED

an index of credit rationing

The cost of capital ¢ in this equation is calculated as:

qglp + .181)(1 - k - uz)

1 -u

and p = [1 + prat ] + 2

where prat = after-tax corporate profits

The combined use of a new orders equation with an equipment
investment equation is intriguing, since this allows the model to
capture explicitly the indirect path by which demand for equipment is
expressed. However, there is no lag on new orders in the investment
equation, probably because most new orders are filled in one quarter.
The inclusion of consumption purchases and housing starts in an
investment equation seems odd, even though it is likely that these
categories eventually stimulate equipment 1investment somewhat
indirectly.46 The use of a capacity utilization variable and an index
of credit rationing doubtless improve the fit of the historical
equation, but the strength of these variables in a full closed

modeling framework is doubtful. An interesting feature of the model

is that u, k and z can produce separate effects outside of the cost

46It would be better practice to model these links explicitly,
rather than using the correlations in the data to explain investment.
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of capital variable ¢, through the new orders equation. The
expression for the opportunity cost of capital is a weighted cost of
debt and equity, but uses the current nominal interest rate as the
cost of debt, unadjusted for taxes. The use of after tax profits as
a measure of equity cost would seems to be inferior to BEA’s use of
average dividends per share, both because of its volatility and its
ex post nature. Altogether, the Chase equation would not be expected
to hold up well in a long-term forecast, but allows for many levers

in the simulation of tax and other macroeconomic policies.

The DRI Model

This model is basically a neoclassical Cobb-Douglas
model,although it includes a term to capture imperfections in the
capital market, and responds to changes in utilization and unexpected
output changes.

The investment equation is based upon a distributed lag on
theproduct of expected real private output and the ratio of output
prices to the implicit rental value of capital. The output price is
the implicit deflator for GNP. The statutory maxima is used for the
corporate tax rate. However, the effective rate of the investment
tax credit 1is determined endogenously. The present value of
depreciation, 2z, depends on exogenous variables reflecting tax lives
and the percentage of assets depreciated by accelerated methods, as

well as on the opportunity cost of capital. The opportunity cost of
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capital is determined as a weighted average of interest rates and the
cost of equity, which in turn is defined as the dividend/price ratio
plus the expected growth in earnings per share. The weights are
determined by the relative importance of various forms of financing
in corporate balance sheets. The weights and expected growth in
earnings are determined within the financial block of the model. The
expected output variable is a weighted average of past output as
measured by real final sales less imputed rent and government
purchases of services, but increased to reflect increased investment
required by government regulations, such as pollution abatement
requirements.

In addition to the output term is a debt service variable.
Thisis defined as a weighted average of interest rates times various
forms of debt divided by a measure of cash flow. Other variables in
the equation include the difference between expected and actual
output, to allow for surprises; the lagged value of the capital
stock, which captures the negative stock adjustment effect of capital
on investment; and the product of capacity utilization and the lagged
value of the capital stock, designed to capture the positive
replacement investment induced by increases in the capital stock.

The full equation is shown below.

9 pY 7
DRI: E=b +Y%b +YdDS + fKE UT° + fKE
s J t-j =1 j ot 1 t-1 2 t-1

0 c
J

+ f3(Y°— Y) + f VNWAR
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where

DS = debt service variable, defined as the ratio of debt payments
to cash flow.
KE = capital stock of producer’s durable equipment

e
UT = expected capacity utilization
e

Y = expected output
VNWAR = dummy variable for the Vietnam war period(65.1 - 66.4)

The cost of capital ¢ in the DRI model is defined as follows:
c=qlp +38)(1 - k - uz{1l - kDk})/(1 - u)

and the opportunity cost of capital p is defined:
div
SP

p=i(1 - u)wt + [ + g](l - wt)

where
Dk = dummy variables for the suspension of the investment tax
credit
wt = percentage of financing due to debt issue
div = average dividends per share

g = expected growth in earnings per share

The composite term pY/c is critical, since it constrains the
distributed lag parameters of ¢ to be identical to those of p and Y,
as in Jorgenson’s Cobb-Douglas model. If accelerator and replacement
effects dominate, and the long-run elasticities of capital with
respect to output are unity, then this will bias the estimate of the

own-price elasticity of capital towards unity.
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The DRI equation for p improves upon the BEA and Chase
versionsby allowing for taxes in the measure for the cost of debt,
and using both dividends and the expected growth in earnings per
share in the cost of equity. However, it would seem that the latter
is not an easy variable to forecast. The capital utilization terms
and capital stock terms represent the best attempt of the three
models so far discussed to model the demand for net versus
replacement investment.

Since this equation is essentially a dressed-up version of
thestandard Jorgenson neo-classical equation, the same criticisms can
be voiced, and the reader is referred elsewhere for more on this
debate.47 It is not clear how much one gains in forecasting ability
from the 1inclusion of the debt-service and capacity wutilization
variables, since these are notoriously hard to forecast. Also, the
measure of the cost of equity included in the equation for p is
purely ex post, and 1is rather volatile. The assumption of a
Cobb-Douglas technology assures that tax policy leading to a change
in the cost of capital will have a large effect. This assumption of

strong capital cost effects on investment has not been decisively

proven or refuted by thorough historical simulation studies.48

47See especially Eisner[1969, 1970].

48Contrary to Jorgenson’s claims that the unitary elasticity of
substitution was supported by the empirical literature, this is still
an open question, with the more conservative assumption being that of
zero elasticity.
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The Wharton Model

The Wharton model is the most disaggregated of the
modelspresented here. The first 9 sets of equations of the
investment block of the model estimate industrial components of the
BEA Plant and Equipment series. Each set consists of a one-quarter
and two-quarter ahead anticipations equation, along with an actual
investment equation based upon anticipations, output, and lagged
capital stock. Each equation estimates total structures and
equipment investment for that industry. The 10th equation divides
total expenditures into equipment and structures as reported in the
NIPA. The 9 industrial sectors used in the Wharton model are:
durable manufacturing, nondurable manufacturing, mining,
transportation, public wutilities, communication, commercial and
other, farm, and a residual category to make the sum of the
industrial sectors add to the total of the real nonresidential fixed
investment in the NIPA. This residual category includes such sectors
as real estate, medical, legal, educational and nonprofit
enterprises.

The anticipations equations are basically neoclassical, based
ondistributed lags on real output, the rental price of capital
divided by the sectoral output deflator, and the real capital stock.
(Some of the sectoral equations contain only a subset of these

variables.) The one-quarter ahead anticipations equation includes
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the forecasted value of the two-quarter ahead equation on the right
hand side.

In calculating p, the nominal opportunity cost of capital,
allinvestment is assumed to be debt financed, and a Moody’s corporate
bond rate is used for i. However, the deductibility of interest
payments is ignored in calculating the implicit rental price of
capital. A real rate is calculated from i by subtracting expected
price changes in each industry. Depreciation rates are exogenous and
constant, but vary across industries. The effective investment tax
credit also varies across industries. This effective tax credit is
calculated by adjusting the statutory tax credit by the ratio of the
value of credits actually taken by firms in a particular sector to
the value of investment expenditures in that sector.

The present value of depreciation, z, is calculated with the
straight line depreciation formulaassumed for all industries through
1953; and sum of the years digits the sole method after 1953. There
is strong evidence, however, that the move to accelerated
depreciation‘by U.S. firms was much more gradual than this. The
nominal Moody’s rate is the discount rate used to calculate the
present value. The effective tax rate used is the ratio of corporate
profits tax accruals to before-tax profits in each industry. The
actual effective tax rate depends in part upon the investment tax
credit.

The equation that splits total investment into equipment

andstuctures investment is based on a lagged dependent variable,
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time, and a weighted average of sectoral effective investment tax
credit rates (to pick up the reduction in the rental price of
equipment relative to structures as a result of the increase in the
investment tax credit. The equation also contains a distributed lag
on the ratio of the PDE deflator to the implicit deflator for total
fixed nonresidential investment.

It 1is notable that the rental price variable affects
investmentindirectly through the anticipations variable. The
anticipations variables are functions of industry output, the price
of industry output relative to the price of capital, and the capital
stock. The length of the lags varies by sector. The typical
Wharton equation

for each industry, with possibly one or two variables dropped, is:

]

Wharton: (E+S)*=b +b (E+S) +b (E+S)°+byY +bK
0 1 2 3 4 t-1

(actual investment)

nl n2
1 _ 2
(E+5S) =d +dI(E+5S) "+ T dijt_j + ¥ deKt—j
j=0 J=0
n3
Y djc(p/c)t_j
j=0
(one-quarter ahead anticipations)
2 ml m2 m3
(E+8)"=f + ¥ f Y +Yf K + Y f (p/c)
0 j=0 JY t-) j=0 JK t-j y=0 je t-J

(two-quarter ahead anticipations)

where Y, K and p are sectoral outputs, capital stocks, and output
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deflators, respectively. Structures investment is represented by S.
The forecasting of investment anticipations is an
interestingapproach, although in light of the unreliability of the
anticipations survey in forecasting investment, it is difficult to
see the usefulness of these equations. It would probably be more
effective to combine all the variables used here into one equation.
The estimated equations generally show a very low response
tochanges in ¢, so the Wharton model does not display a marked
stimulus from policies such as an increase in the investment tax
credit. However, many of the changes in investment tax laws over the
years have stimulated equipment or structures at the expense of the
other, and these types of effects would not appear in these

equations.

The Michigan Model
This model includes separate equations for 3 categories
ofequipment: production, agriculture, and 'other’. FEach equation is
estimated with different right hand side variables. The 3 equations

are:

Michigan: EX =b_ + b AY_ + b_(c/w)_ + b S + b EX
0 1 2 3 t-1 4 T
(production)
EA = bo + blAY_ + bsA(c/w)_ + b4(pF - pNF)t-l + bsEAt-l
(agriculture)
EO =

b + bAY_ + b (c/w)_+ b (i - i) + b DASTRIKE
0 1 2 3 L s 4
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where

+ b S + b EO
5 t-1 6 t-1

(other)
EX = equipment used in the production sectors
EA = equipment used in the agricultural sector
EO = equipment used in the ’'other’ sector

S = structures expenditures

P

= percentage change in the price index of farm product

F
bNF = percentage change in the price of nonfarm product
iL = long-term interest rate

is = short-term interest rate
DASTRIKE = dummy variable for auto strikes

W = an average wage rate

The calculation for the cost of capital in this model is as follows:

where

c = q[p -n_+ 1/6 - [k/s + (5k/6)DF + u{TD - 1/6 + u_}]/(l—u)]

[}

DF discount factor

TD

rate of tax depreciation

Each equation contains a distributed

Y(GNP),and on the ratio of the aggregate rental

an aggregate wage index.

lag on changes in

price of capital to

The inclusion of structures expenditures on

the right hand side of the EX and EO equations is subject to the same
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criticism leveled at the Chase equations for including consumption
and housing starts: these variables are stopgap measures, necessary
because the model does not identify the flow whereby construction
expenditures (part of final demand) help determine output, which in
turn influences investment. The use of the lagged dependent variable
in all three equations bodes ill for longer term forecasts with these

equations, a problem also evident in the Fair model.

The MPS Model

Investment in this model 1is driven by the new orders
equation,which is based on a distributed lag of output and changes in
ouput, each multiplied by (p/c)? The value of o is constrained to be
unity. The opportunity cost of capital p is defined in terms of a
dividend-stock price ratio adjusted by a risk premium, all adjusted
by the proportion of capital costs which is tax-deductible. The
effective rate of the investment tax credit is used. z takes into
account the varying proportions of depreciation by straight-line and
accelerated methods. The equations for new orders and equipment

investment are:

8 6

3

o
MPS: NOR = /c b AY +cY + d Dk + d DP
g(p )t-j(J t-j Jt-J) L Jjk L jp t-

j=1 j=1 j=1 )

E = b NOR + b_(YC - bUOR )(UOR /YC )
1 2 t-1 3 t-1 t-1 t-1
where

Dk - dummy variable for the suspension of the investment tax
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credit
DP - dummy variables to take account of double ordering during
the price controls period (73.4 - 75.1)
UOR = unfilled orders
YC = level of potential output
The cost of capital c¢ is calculated by the standard formula:

qlp + 8)(1 - k - uz)
(1 - u)

where the opportunity cost of capital p is

Cc =

p (1 - uv){z[div/SP - .01] + 0y}

where

<
]

the proportion of the opportunity cost of capital which is
tax deductible
div = average dividends per share

o, = a measure of the variation in output

This model reacts to changes in the cost of capital through the
new orders equation, which is constrained to respond strongly, again
by combining the price and the output variables into one composite
term. However, this response can be reduced quite a bit with a small
b1 coefficient in the second equation, so it is puzzling why ¢ was
constrained to unity. The use of a distributed lag on both output
and changes in output would appear to pose problems of extreme
multicollinearity in the new orders equation. The equipment equation

is also strongly influenced by the relationship between potential
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output and unfilled orders, but it is not clear how these variables

are derived.

The Fair Model

The investment equation in the Fair model is for total plant
andequipment investment by “the firm sector", which consists of total
private nonresidential fixed investment less investment by farms,
nonprofit organizations, and the banking sector. Fair’s underlying
theoretical model is of the “putty-clay" type, where at the time of
purchase, any of a number of types of machines can be purchased.
However, once the machines are put in place, there is assumed to be a
fixed machine-worker ratio for each type of machine. Since there are
costs involved in changing the work force or the size of the capital
stock, it is sometimes optimal for a firm to be operating below
capacity. Fair assumes a fixed proportions Leontief production
function, where the amount of output produced is constrained both by
the capital stock and labor on hand. In order to calculate an
estimate of this minimum amount of capital stock required, called
KKMIN, he divides capital stock KK by output Y, and then forms a
peak-to-peak interpolation of the result.

The estimate equation Fair uses is basically an accelerator
model with a term for excess capacity, to determine how far KK 1is
from KKMIN, and two terms for the lagged capital stock, and lagged

investment:
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Fair: (E+S)=b + b (KK - KKMIN) + b AY + b_AY + b AY
0] 1 2 3 t-1 4 t-2

+ b _AY + b (E+5S) + b_KK
5  t-3 6 t-1 7 t-1
where
E + S = combined structures and equipment investment of the firm
sector
KK = capital stock, calculated by a perpetual inventory method
KKMIN = minimum capital stock required to produce output,

calculated as a peak-to-peak interpolation of KK/Y.

Y = production, calculated as total sales plus inventory change

This equation fails to capture the essence of the theoretical
model Fair uses to derive it. Two problems that would be encountered
in using it to forecast are the inclusion of the lagged dependent
variable, and the reliance on the minimum capital stock variable. It
is requires strong assumptions to form a peak-to-peak interpolation
in an ex ante forecasting framework, although the equation can be

used to perform historical simulations.

Summary
There is no clear consistent winner in a comparison such as the
Blue Chip Forecast, which compares the forecasts and performance of
over 40 econometric models, but DRI’s and Wharton’s investment
equations could be taken as typical examples of "“successful"

forecasting equations. DRI follows the Jorgenson neoclassical
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approach, but adds other factors such as cash flow and capacity
utilization, thus making the equation reliable in the short-term, at
best. The Wharton approach using anticipations is intriguing, but it
seems that it would be just as effective to include the anticipations
variables directly in the investment equation. The DRI Model and the
Michigan model should both be credited for their careful treatments
of p, the opportunity cost of capital. Corcoran and Sahlings (1982)
find that differences in the measurement of p comprise much of the

differences in the cost of capital among different models.
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CHAPTER III

EIGHT ALTERNATIVE INVESTMENT MODELS

This chapter develops the theoretical background and presents
the form of the estimated equations for the eight alternative
equipment investment models tested in this study. Except for the
Autoregressive Model and the Accelerator Model in the first and
second sections, these models all belong to the neo-classical family
of models.49 In each neo-classical version, investment responds to
changes in relative factor prices (including the wuser cost of
capital), and also to output as an indicator of the general demand
for capacity. Other models that have typically been compared to the
neoclassical model are the g model, the liquidity or cash flow model,
and profits models related to the g model. Although the g model is
also based on the same basic theory of the firm as the neo-classical,
the emphasis is on measuring the market and book value of the firm,

as opposed to focusing on output, relative prices, and depreciation

49Although there is some disagreement as to the meaning of the
term ’neo-classical’, a neo-classical model is defined here to mean a
model based on the premise that firms are motivated by long-run profit
maximization or cost minimization. Firms are assumed to operate in a
simple market structure, competitive in the long-run. Finally, some
degree of factor substitutibility in the production function is
usually assumed.
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requirements. Theories of investment based on cash flow and profits
are indirectly related to the neo-classical theory, in that increases
of cash flow or profits may be taken as an indicator of future
capacity growth.

However, these models share a fundamental weakness in that they
rely upon variables which are even more difficult to forecast than
investment, which makes them unsuitable for use in a large-scale
closed model such as the INFORUM model. For example, Tobin’s g ratio
is not a variable that modelers attempt to forecast, because its
measurement is unclear and its determinants are too numerous and
vague.50 In addition, most methods of measuring g rely on quoted
asset market prices, which suffer from a good deal of noise in the
short run. One would not benefit much from the use of this variable
to forecast investment. On the other hand, output and relative
prices are important components of any general model of the economy.
In the INFORUM model, forecasts are available for 53 industries of
output, output price, factor prices, and the components of wuser
cost.51 Therefore, a neoclassically based investment sub-model is
well-suited to a general equilibrium model calculating prices and

quantities, such as the INFORUM model.

50If one were to attempt to forecast q, the most promising
explanatory variables would be relative prices and movements in
output, which are the variables used in the neoclassical equations.

51Of course, the tax components of user cost are exogenous. The

endogenous components of the user cost are the price of equipment and
the AAA bond rate.
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The equations presented in the sections below range from‘the
naive to the moderately complex. A simple autoregressive model
discussed in section 1 is used as benchmark for the equations that
follow. An accelerator model based on output, but not relative
prices is presented in section 2. In section 3 we demonstrate the
version of Jorgenson’s neoclassical Cobb-Douglas model used for this
study. Sections 4 and S5 present two models based on the CES
production function. The next two models, in section 6, are derived
from a generalized Leontief cost function, and appear in both a
putty-putty and a putty-clay form. The model in section 8 is a
’dynamic factor demand model’, which incorporates adjustment costs,
and is based on a quadratic cost function.

These models are the fruit of a search for the best estimating
form, length of lag, and construction of data. This search may have
been uneven, in that more energy was applied to improving some models
than others. However, I feel that the model comparison is useful.
If a simple model outperforms a more complicated model upon which
more energy was expended, it would cast doubt on the validity or
value of the latter model. On the other hand, even if the more
complex model does not perform as well in a forecasting framework, it
could still provide useful information, such as price elasticities or
the rates of technical change. Reasonable values for parameters
expressing economic effects imply a more realistic response of the
model to alternative scenarios in which relative prices or tax policy

is changing. However, the failure of a model to forecast well should
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lead to some caution in the interpretation of the model parameters.
After the background of the models has been developed in this
chapter, chapter IV will present the results of estimating the

parameters of these eight models.

1. The Autoregressive Model

It is probably best to start with a simple, naive model. For
this purpose, a very basic autoregressive model has been specified,
which includes four lagged values of gross investment. The estimated

equation is:

4
(1.1) I =a + Yy al

This model 1is a simple benchmark with which the more
theoretically sophisticated models can be compared. In terms of
data, this model is cheap, requiring only lagged values of the
dependent variable. However, it has no economic content and it does
not provide any insight on the links between investment and the rest
of the economy. Four 1lags were chosen, partly because this
corresponded roughly to the number of lags present in the other
models presented in this study. Also, since the simulation period is
eight years (1977 to 1985), this equation must forecast at least four
periods based on its own previous forecasts, and therefore gets a
chance to prove if it can predict well without the aid of actual

historical lagged values. It is expected that this particular model
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is most apt to fulfill the stereotype of an equation that fits
extremely well, but cannot forecast many periods ahead. Models that
are theoretically more well-grounded should perform better in a
forecasting framework than this naive autoregressive model.

There are many arguments for using a time series model as a
base model. Rational expectations proponents claim that an
autoregressive model is a valid representation of expectations in a
world where information costs are important. Other practitioners of
time-series modeling point out that for a linear economic model, the
reduced form expression for a variable may be approximated by a
time-series model. Even if a model is not strictly 1linear, it is
possible for a time-series model to outperform more theoretically
based mcdels.52 However, this superiority in performance is not
likely to hold in any but a short-term forecast. It is evident that
an autoregressive model suffers from the Dbasic weakness of
propagation of its own errors. If the autoregressive model is too
low or too high in one period, it will tend to blindly continue to
err in this direction, since it is not based on any economic
information besides 1its own ©past performance. With these
qualifications in mind, the autoregressive model is included as a

representative of naive time series models and models with lagged

52Kopcke (1982) finds that the autoregressive model outperforms a
number of structural models in a simulation test. However, the
simulation period he wuses 1is short. In general, forecasting
experience has shown that autoregressive models perform poorly in
long-term forecasts.
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dependent variables.

2. The Accelerator Model

Some version of the accelerator model has been tried in just
about every major comparative study of investment equations.53 It is
one of the oldest theories of investment, based on the notion that a
firm’s desired stock of capital is directly dependent on its level of
output, with no measurable influence from prices, wages, taxes, or
interest rates. The model is attractive because it is simple, and it
can be used in a comparative test to determine the marginal effect of
adding prices or other variables to the model specification. The
general consensus among researchers on investment is that output is
more important in explaining investment expenditures than relative
prices. This premise can be tested by comparing the performance of
an accelerator model with other models incorporating price variables.

The estimated equation for the accelerator model consists of a
distributed lag on changes in outputs with a term appended to capture
the demand for replacement investment:

3
(2.1) It = a +1§0b1AQt—1+ cW

where AQ is the change in industry output, and W is a measure of the

53Jorgenson and Siebert (1968a), Jorgenson, Hunter, and Nadiri
(1970a), Elliot (1973), Bischoff (1971), Clark (1979), Kopcke (1982)
and Wisely and Johnson (1985).
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"wear" or deterioration of the physical capacity of capital
equipment. It is calculated as the depreciation spilling out of the

>4 The time pattern of response to changes in

second of two "buckets".
output should be reasonable, and therefore the b’s are softly
constrained to lie along an Almon polynomial. The value of c is

expected to be close to 1.0, since W is a measure of replacement

investment, and the AQ terms represent demand for new capacity.

3. The Jorgenson Cobb-Douglas Model

This model is an adaptation of Jorgenson’s (1963, 1967)
neo—-classical model based on the Cobb-Douglas production function.
It explicitly accounts for replacement investment through the
inclusion of a capital stock term. The distributed lag pattern for
output and the relative user cost of capital are constrained to be
the same, by including both in one composite variable within the
regression.

Assuming a Cobb-Douglas production function describing
production possibilities, along with competitive markets and profit
maximization, the expression for the desired level of capital stock

* 3
K is

54See Appendix B for a review of measures of capital stock and
replacement investment in the context of "buckets" and “spills". This
topic is developed in more detail in The Craft of Economic Modeling by
Clopper Almon [1989].
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3.1) K=o -2
c
where
o = the share parameter of capital in the Cobb-Douglas function
p = the price deflator for output
@ = output
¢ = the user cost of capital

To account for the lag between changes in the desired capital stock
and actual investment, the specification for net investment includes

a distributed lag of the first difference of the above expression:

3
= pQ
(3.2) N =a + Y ai[A _E]t-i

1=0

Replacement investment in this model is assumed to be determined by
the product of the depreciation rate and the capital stock of the
previous period, as in Jorgenson’s original model. Instead of using
Jorgenson’s rational 1lag, the model 1is estimated as a gross
investment model, with a term capturing replacement investment
included on the right hand side. Therefore the final estimated

equation is:
o, [P0
(3.3) I =a +}Yb [—]t-l + 8K

Net investment is derived as It - 3 Kt-l' Since the 1last term

represents replacement investment, the parameter &8 can be interpreted
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as the geometric depreciation rate. However, when this parameter is
estimated, it may not conform to the depreciation rate based on
service lives used to calculate net investment (see Chapter IV). A
five period lag was chosen for the composite price-output term in
order to keep the lag period comparable to that of the other models
in this study.

The use of the composite output/price variable admittedly
confuses the degree of response of investment to output and price
changes. In doing so, the model is assured of finding strong price
effects. In fact, this brand of neo-classical model suffers from a
number of other defects, including the fact that a is not constrained
to take on reasonable values (i.e. less than 1.0), and that output
should be endogenous, since the model is based on the assumption of‘
profit maximization. Nevertheless, the model has had a significant
impact on the way investment equations have been specified in many
macroeconomic models, and is included as an example of a typical
Cobb-Douglas neo-classical model. The next four models, however, are
alternative ways to implement the neoclassical approach. However,
they are all based on the basic neoclassical framework that Jorgenson
introduced. As such, they are all derived from assumptions about
production technology, such as the form of the production or cost
function, they model investment as the combination of expansion and
replacement investment, and embody assumptions about price-induced
factor substitution, where the price of capital investment is the

user cost of capital measure.
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4. CES Model 1

This model, based on a CES production function, is essentially
that used by Reimbold and reviewed in Chapter II, section 4, except
that a simpler estimation technique was used. The estimated equation

is:
3
(4.1) Nt = ao + g wX
where

xt = [ AQ, — ohc ] Kt—l

where Q is output, c¢ is the relative user cost of capital, ¢ is the
elasticity of substitution of factor inputs, and A represents
discrete proportional change. In other words, the expression éQt is

calculated as:

Q -Q
a0, = tQ t-1

t-1
Capital stock is measured as the sum of two buckets from a two-bucket
system, and replacement investment is represented as the depreciation
or spill from the second bucket.55 The parameters to be estimated are

o, the wl’s, and the intercept a. All parameters are expected to be

55See Appendix B, or Almon[1989].
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positive in sign, except for the intercept 2, which ideally should
be close to 0. The elasticity of substitution must be positive for
a CES function, and investment is expected to respond positively to
output changes, and negatively to changes in the cost of capital,
which enters the equation with a negative sign. Like the Jorgenson
Cobb-Douglas version, this equation imposes the same distributed lag
on prices as on outputs. This feature may cause difficulty in
obtaining the proper value of o if the time pattern of effects of

output versus relative prices is significantly different.

5. CES Model II

This specification, while nominally based on a CES production
function, bears little resemblance to the previous model, and allows
for a different distributed lag on outputs from that on relative
prices. This model is drawn from the work of Almon and Barbera
[1980], reviewed in Chapter 1II. This specification, 1like the
previous, is based on the expression for desired capital derived from
the CES production function:

(5.1) K =aQc®

where a is a constant. In this version, the distributed lagged
effects of output and relative prices are assumed to enter
multiplicatively. The implied formula for the desired capital stock

is:
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(5.2) K: =a @ Mmec

t t-1 t-1
i1=0 1=0
where
m n
Y wo= 1 Y. c.o=c
1=0 i=0
and ¢ is the 1long run elasticity of substitution. By taking

logarithms of both sides of the above equation, and then taking first
differences, and letting m = n = 3 we obtain the following:

3

(5.3) K =a +Lw AQ _ -
1=0 1=0

c Ac
1 — t-i

™M w

where the symbol A represents discrete proportional change.

Multiplying both sides of (2.20) by Kt._1 we obtain:

3 3
(5.4) N£ = a Kt_1 + K£'11§0W1 th_i - Kt_1 ; o, ect_i

which is the form of the equation to be estimated. Capital stock
series were obtained as the sum of the two buckets from a two bucket
system56, and replacement investment was calculated as the spillage
from the second bucket. Net investment for the estimated equation
was then calculated as gross investment minus replacement investment.
Both the w;s and the o;s are expected to be positive, since net
investment should be positively related to increases in output, and
negatively related to increases in the cost of capital. The sign of

a may be either positive or negative, since it is merely a constant

Again, see Appendix B or Almon[1989].
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term. The summation limits m and n were both chosen to be three, to

maintain consistency with the length of lags in the other models.

6. The Generalized Leontief Putty-Putty Model

The next two models are based on the Generalized Leontief Cost
function. Each model consists of a three-equation system of demands
for capital, labor, and energy, based on sectoral outputs, the user
cost of capital, the prices of labor and energy, and ‘the capital
stock. The crucial difference between these two models lies in the
pattern of response assumed for the optimal capital stock with
respect to a change in relative input prices. The putty-putty model
assumes that all vintages of capital may be adjusted in response to a
change in prices even with no change in the scale of production,
whereas the putty-clay model assumes that capital can only be
adjusted as new capacity is purchased or as old capacity is replaced.

Both of these models assume that labor and energy are freely
variable inputs. The factor demand equations for these inputs, are
derived from the generalized Leontief cost function using Shephard’s

Lemma and are as follows:

—aLt 12) 2 L
6.1) L =e {)J:bU(PJ/pL) }Ew Q

-at 3
- E 172 E
(6.2) E e { § bEJ(PJ/PE) }JZ L Q
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-a_t 3
6.3) K =e *{yb p)? v
t R 4=0

j Qt-j
where a, a; and a are technical change coefficients for labor,
energy and capital, the b’s are the parameters from the GL function
that determine substitution and complementarity, and the w’s are
distributed lag weights on output. Output enters the equations (6.1)
to (6.3) as a distributed lag in order to try to capture "expected"
output. The pattern of the lag response can be taken as an
indication of how quickly firms adjust their future expectations to
changes in the current level of demand.

As shown in Chapter II, section 4, to derive an expression for
net investment, an equation for the long run demand for capital K. is
derived using Shephard’s Lemma, and then transformed to yield an

expression for the desired capital-output ratio:

-a_t
(6.4) Q)" =e X f(P)

172

where f(P) =} bxm(Pm/Px) (m = E,L,K); and a, is the coefficient
m

of technical change for capital. Desired net investment is the total

differential of (6.3) with respect to time:

-a t
(6.5) N: = (k/Q)'dQ + e ¥ @ ar - aK(K/Q)’ Q

where dQ and df are differentials of Q and f, which can be considered
as varying with respect to time.

This equation states that the demand for net investment comes
from three sources. The first term of (6.5) represents demand for

new capacity, at the currently optimal ratio of K/Q. The second term
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represents changes in the demand for capital brought about by changes
in relative prices. The final term represents investment demanded
because of the time trend in the capital-output ratio. One
distinction between the putty-putty and the putty-clay model is the
treatment of the second term of (6.5). The putty-putty includes the
second term in the estimated equation to allow changes in relative
prices to affect the optimal capital output ratio for all vintages of
capacity. In the putty-clay model this term is omitted.

Experimentation with various possible forms for the putty-putty
model showed that the inclusion of the last term of (6.5) was not
desirable. The following specification was finally chosen for
estimation:

-a .t +a_t

3
_ Kl 1 K2 2 172 K
(6.6) N =e [ { I by, (/PO LW, AQH}

3
K 172 172
* Qtlgovl { bKLA(PL/PK)t-l * bKEA(PE/PK]t-i} ]

m=EL,K

3
where } WT =1, ¥ Vf =1
i=0

P_ = the user cost of capital

K
PL = the wage rate of labor
PE = the price of energy, indexed to 1.0 in 1977
Q = output
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t1 = first time trend, starting in 1953
0 t < 1970

t2 51 t-1969 t = 1970 ...

a_, a__ = technical change coefficients

K1 K2

The second term within the large square brackets in equation
(6.6) corresponds to the second term in (6.5), and represents the
change in desired capital stock applicable to all earlier vintages of
capital caused by current relative price changes. The distributed
lag in this term can be interpreted either as a proxy for the
formation of expectations about relative prices, or the lag in
reactions to changes in relative prices. The second technical change
coefficient is introduced to account for a change in the rate of
growth in capital output ratios that seems to occur sometime in the
early 1970s in many Iindustries. Capital stock, replacement
investment and net investment were calculated with a two-bucket
system, similar to the CES models above.

Own price elasticities are expected to be negative. This
implies certain restrictions on the b parameters. For example, with
this version of the Diewert cost function, the own price elasticity
of capital can be expressed by:

o _ 1, . 172
(6.7) E = > (Q/K) {bKL(PL/PK)

+b (P/P )1’2}
KK KE E K

For EKK = 0 the following must hold:

172

V2 . -(PsPI) %20
KE E K

(6.8) bKL-(PL/PK)
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This would imply a constraint for each historical year of data. I
have decided to impose this constraint only in the last year of the
estimation, so that it will be more likely to hold in the forecast
period. The other constraints may be simply expressed by the
following inequalities:

1/2 172

(6.9) bLK.(Px/PL) + bLE'(PE/PL) z0

172 172

(6.10) b_-(P /P) +b_-(P/P)) =0

EK K E EL L E
In addition to these constraints, bounds were placed on the time
trends. These constraints will be discussed in more detail in

chapter IV, which contains the estimation results.

7. The Generalized Leontief Putty-Clay Model

The putty-clay model differs from the putty-putty model in that
the second term in equation (6.4) 1is dropped, and replacement
investment is treated differently. The estimated equation for net

investment is:

8y, T8t 123 x
(7.1) N =e { I by (PP L w AQH}

3 J

where the parameters and variables have the same meaning as in
equation (6.5). Equation (7.1) states that net investment is
determined only by additions or subtractions to current capacity, and

that the amount of investment per unit of output is determined as a
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function of relative prices.

To obtain an estimate of net investment for this model,
replacement investment must be estimated, and then subtracted from
gross investment. Replacement investment in the putty-clay model is
not modeled as replacing depreciated capital stock dollar for dollar,
but rather to replace capacity, in the sense of ability to produce
output. The capacity of capital to produce output at any given time
is assumed to be determined by the optimal capital output ratio,
which is in turn a function of relative prices. New capacity
installed at time t-i is defined as gross investment divided by the
optimal capital output ratio at that time:57

*

(7.2) Ct_i = It_i/(K/Q)t_i

The total amount of capacity lost in year t due to depreciation is
_ t
(7.3) C =}ydcC

Translating this lost capacity into replacement investment requires
multiplication by the optimal capital output ratio at time t, which
is a function of relative prices:

(7.4) R = (K/Q) T,
Since (K/Q)‘ is dependent upon the b parameters from the Generalized
Leontief cost function, replacement investment is determined during
the estimation of these parameters, and then subtracted from gross

investment to yield an estimate of net investment. When this

57See Chapter II, section 4.
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equation is used for forecasting purposes, replacement investment is
considered to be a function of relative prices as well as previous
lagged values of investment. The b parameters in this model play the
same role as in the previous model, and so the same constraints were

imposed.

8. A Dynamic Factor Demand Model

The dynamic factor demand approach was outlined by Treadway
(1971), and is exemplified by studies such as Berndt, Fuss, and
Waverman (1980); Berndt and Morrison (1981); or Morrison (1988). In
this approach, factors.are divided into variable and quasi-fixed.
Quasi-fixed factors impose internal costs of adjustment with a
changing in the level of stocks. Treadway’s basic contribution was
to include an endogenous adjustment matrix for the quasi-fixed
factors, derived from solving a basic calculus of variations problem
of production with quasi-fixed factors. In the case of one
quasi-fixed factor, this method boils down to a flexible accelerator
model with an adjustment coefficient determined by the real interest
rate and parameters in the cost function.

Many of the studies using the dynamic factor demand approach
have relied upon the assumption of a quadratic cost function to
represent the underlying technology. This assumption allows for a

tractable expression for the adjustment coefficient 8, and hence for
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the investment equation. The dynamic factor demand model I have
chosen is related to that in Berndt, Fuss, and Waverman (1980),
hereafter referred to as BFW. The cost relationships between variable
and quasi-fixed factors is assumed to be representable by a
Normalized Restricted Cost Function (NRCF) of a quadratic functional
form. The variable factors are Labor (L) and Energy (E), and the
quasi-fixed factor is the capital stock of equipment (K). The cost
function is normalized on the price of one of the variable factors
(E) to ensure homogeneity in prices. The form of the NRCF assumed

for this model is:

A A
(81) G=E +PL = a +a t+aP +aQ+ oK+ aAK
L (o] ot LL Q K K

A

1 2 2 2

* 5[ TPl e 7xxK2 * gy (AK) ]
A A A

+ WLQPLQ + 7LKPLK + kaPL(AK) + 7OKQK + 7QéQ(AK) + 7KiK(AK)

A
+ a Pt + a Kt + o (AK)E
Lt L Kt Kt

where:
G = total cost
A
PL = the price of labor normalized by the price of energy.
E = demand for energy inputs.
L = demand for labor inputs.

K = capital stock of equipment.

N = Kt- Kt_1= net investment, or change in capital stock.

° K

= gross output.

t = an index of technology, measured by time. t =1 in 1947.
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Internal costs of ad justment can be represented by the function:

A
1 2
(8.2) C(AK) = aKAK + EWKKAK + WLKPLAK + 7QKQAK + WKKKAK + axttAK

Marginal adjustment costs with respect to capital are:

A

= CT(AK) = ap + g (AR + 4 P 7gqQ vk ooyt

8G

(8.3) —r

At a stationary point, where firms neither need to increase or
decrease their capital stock, AK = 0; and C’(0) = 0. This is true

only if the following restrictions are imposed:

(8.4) o =¥ T T g T % =0

With these restrictions the cost function simplifies to:

A
(8.5) G=a +a t+aP +aQ+ akK
o ot L L Q K

A
1 2 2 2
* 5[ VLLPL * 7000 * 7KKK2 * 7KK(AK) ]

A A A
* 7LQPLQ * 7LxPLK * WQKQK * aLtPLt * akth
Shephard’s Lemma can be used to derive the short-run cost minimizing
demand for labor:

A A
(8.6) 6G./6PL =L = @ + wLLPL + 7LQQ + WLKK + aLtt

A
Since G = E + PLL, E can be expressed using (1.5) and (1.6) as:
1 M 1 2
(8.7) E = a *a t -y P+ 7KQQK + aQQ + 57000 + aKK + aKth

1 1 2
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The derivation of the net investment function draws heavily on the
theory developed in Treadway (1971). In the special case of only one
quasi-fixed input K, Treadway derived the following multiplier

formula:
(8.8) AK =8 [K' - K ]

t-1
where K is a single quasi-fixed factor, and B’ is an adjustment
coefficient that is a function both of parameters of the cost
function and of the real interest rate r. At the stationary point,
where Gii = 0, Treadway derived the following formula for the
adjustment parameter:

1 4y
(8.9) B =-: [ r - [r2 + X ] ]

KK

=

To get an expression for the equilibrium capital stock, K*, set the
price of capital equal to the marginal savings in variable costs of a

extra unit of capital, as follows:

A
(8.10) GK = 8G/3K = —PK

or,

A A
(8.11) —PK =+ 7KKK + 7LKPL + 7QKQ + axtt

A
where PK= the user cost of capital normalized by the price of energy.

Solving for optimal K:
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A
» _ -1
(8.12) K = ;;; {“x + 'JLKPL + 7on + “mt + PK}

Equations (8.8), (8.9) and (8.12) are then combined to obtain an

estimable equation for net investment:

N

4y
(8.13) N =—%[r-[r2+ “] ]

Tex

A
—l— « +y P +73y Q+a t + P - K
7KK K LK L QK Kt K t-1

The equations (8.6), (8.7) and (8.13) form a simultaneous system of
equations which can be estimated using nonlinear system techniques.

There are some restrictions on the parameters in this model
implied by economic theory. For the short-run own price elasticities
of the variable factors to be negative, it 1is necessary and
sufficient for v, to be negative. For the long-run own price
elasticity of capital to be negative, it is necessary that Yk be
positive. Also, for marginal costs of adjustment to be increasing,
it is necessary that Ve be positive. For the adjustment parameter
8" to be in the range O < B < 1, it is sufficient that 0 < 7 < 7.
Finally, for output elasticities to be positive, it is necessary that

WLQ be positive and that 70& be negative. In summary, the parameter

restrictions implied by economic theory are:
(8.14) ¥ , ¥.. <0, 7 _ >0, and 0 < Yok < g

LL QK LQ KK

It may be useful to compare the form of the net investment
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equation in this model to some of the other models. Note that
although the basic form of the equation is the familiar stock
ad justment model, the formulas for 8, the adjustment parameter, and
K*, the optimal capital stock, are unusual. What effect do we expect
r to have on the speed of adjustment? Treadway notes that we would
expect adjustment to be faster for lower rates of interest, according
to intuition, but admits there are no strict theoretical or empirical
grounds for believing this hypothesis.58 The optimal capital stock is
based on current output, a time trend, and the prices of labor and
capital normalized by the price of energy. This expression was
derived by setting the normalized cost of capital equal to the
savings in variable cost realized by adding an extra unit of capital,
as measured by the variable cost function. As such, it is wvalid
locally, but doesn’t appear to have good asymptotic properties. For
example, if the level of output were to fall to zero, there could
still be a positive level of desired capital stock. Alternatively,
if the price of capital fell to zero, there would still be only a
finite amount of capital demanded. This asymptotic behavior doesn’t
seem reasonable. However, this model will be included in the present

study as a representative of the dynamic factor demand approach.

58Treadway f1974, p 26].
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CHAPTER IV

ESTIMATION RESULTS

In this chapter, the results of the estimation of each of the
models introduced in Chapter III are presented. In most cases, the
first attempt at model estimation was not acceptable and the model
was subsequently altered, either through a <change in the
specification, or through the imposition of constraints. In addition
to a presentation of the parameter estimates and their economic
significance, this chapter will include some discussion of the path
that led to the final equation, and review the subjectively imposed
constraints embodied in the final equations.

The estimated parameters in each model should be examined in
terms of their economic significance and their stability over time.
Each set of estimation results will be evaluated not only in terms of
the fit to historical data, but also in terms of economic
"reasonableness". Two sets of estimation results are presented for
each model: the first estimation period being from 1953 to 1977, and
the second from 1953 to 1985. If estimated parameters differ greatly
between the two regression intervals, caution should be exercised in
extrapolating these results in a forecast extending out five to ten

years. Of course, the degree of difference that should be considered
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'significant’ is also a subjective matter, and will be treated as
such in this study, as opposed to relying on the customary Chow
tests, F-tests, or other tests based on assumed statistical
distributions. Instead, models will be viewed with an eye as to how
well they perform in a long-term forecast, or in a dynamic historical
simulation. If model parameters appear to be unstable between the
two estimation periods, then the validity of the model may be
doubted, and it should be expected to perform poorly in a dynamic
historical simulation. Whether or not this is indeed the case will
be examined in Chapter V.

I will also compare estimation results across models, in order
to determine to what extent the different models are yielding
different views of the same overall picture. Are the output
responses implied by the models consistent with each other? Where
price effects are important, are the models giving similar notions of
price responsiveness? In the factor demand models, are the cross-
and own-price elasticities in the different models of comparable
magnitude? In attempting to answer these questions, the data must
also be evaluated. Are the data informative enough to really tell a
clear story? Comparing the results of a battery of models such as
this should provide a better answer to this question than the results
of any single model.

In the sections that follow, the results of each model
estimation will be discussed in turn for both estimation intervals.

The regression tables are missing the traditional reported standard
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errors and T-Statistics. This is partly in the interest of brevity,
but also because of the nature of the estimation procedures used.
For instance, many of the models embody "soft constraints"sg, where
some degree of goodness of fit is sacrificed to obtain sensible
parameter values. The Diewert models were estimated using a
quadratic programming algorithm that embodied nonlinear inequality
constraints. Many of the other models were estimated with nonlinear
techniques. For all three such kinds of models, reported standard
errors are questionable and difficult to interpret.

Since graphical results are a welcome addition to tables of
parameters, the reader is referred to the regression plots which can
be found roughly at the end of each section, after the tables of
estimated parameter results. The actual estimated equations
originally presented in Chapter III will be reproduced in each section

for reference.

1. The Autoregressive Model
This model is the simplest of the group, basing its prediction

of gross investment simply on an intercept term and five lagged

59A regression using "soft constraints" is equivalent to a "mixed
estimation procedure", where an implicit tradeoff between goodness of
fit and satisfaction of the constraint is implemented by expressing
the objective function as a weighted average of actual squared errors
and a sum of artificial observations consisting of squared differences
of the value of the constrained expression from the value of the
constraint.
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values of gross investment:

(1.1) I, =a +Lal

The model was estimated with no parameter constraints, the objective
being simply to obtain the best fit to the data. Both the regression
tables and the plots bear out the fact that this was indeed the model
that gave, on average, the best fits. Tables 4.1 and 4.2 show the
regression results for both estimation intervals. Each table shows
the values for the intercept (INTCP), lagged investment (V/[1] to
vi4]), R? (RSQUARE), the average absolute percentage error (AAPE),
the standard error of the estimate (SEE), and the value of p, the
autocorrelation coefficient for the residuals (RHO). Viewing
thesetables we find that of 53 equations, only 3 had an R2 below .6
in the 53 to 77 estimation: Crude 0Oil and Gas(2), Iron and Steel(19),
and Special Industry Machinery(27). Four industries had a value of
R® less than .6 in the 53 to 85 estimation: Iron and Steel(19),
Special Industry Machinery(27), Motor Vehicles(36), and Miscellaneous
Manufacturing(41). About a third of the equations for both
estimation periods had a value of R? over .9.

The graphs making up Figures 4.1.a to 4.2.d show the total of
actual and fitted investment for the aggregate of all 53 industries,
in addition to regression fits for 15 selected industries. Figures
4.1 contain the regression plots for the 53 to 77 estimations, and

figures 4.2 contain the plots for the 53 to 85 estimations. Judging

by these graphs the fits are indeed tight, but this is to be expected
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of an autoregressive model for fairly aggregate time series. It is
also typical that the turning points for the fitted values tend to
lag the actual turning points, usually by one year. For the most
part, the coefficient on the one year lag was positive and close to
one, whereas the coefficient on the two year lag was negative, and
generally lying between -.1 and -1.0. The results on the three and
four year lagged coefficients are mixed, but the results show that
there strong positive serial correlation in the gross investment data
at a one year lag, strong negative correlation at a two year lag, and
a mixed pattern in lags beyond this length. This alteration in sign
is characteristic of the cyclical nature of equipment investment.

Comparing parameters between the two sets of regressions, one
notices that the general pattern of signs is similar, but individual
regression parameters diverge by a factor of two or more. Of course,
the period of data added in the second set of regressions (1978 to
1985) 1includes an energy price hike, followed by a recession,
followed by the beginning of a long expansion. One might reasonably
expect the autocorrelations of a time series 1like equipment
investment to change over such a period.

Of course, the ability of a regression equation to fit the data
should not be measured entirely by R®. For instance, turning to the
plots in Figure 4.1, the equation for Iron and Steel(19) has a low
RZ, but this is due mostly to the fact that the series we are trying

to fit does not have much of a trend. The equations for Agriculture,

Forestry, and Fisheries(1) and Construction(4) both fit fairly well,
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Table 4.1

The Autoregressive Nodel. Estimeted from 53 to 77.

Sector Title INTCP vin vi2) vi3) V4] RSQUARE  AAPE SEE RHO
Agriculture, Forestry, Fisher 1527.88 0.9876 -0.3037 0.4369 -0.2846 0.716 8.020 925.500 0.003
Crude Petroleum, Natural Ges 951.35 0.4915 -0.0866  0.0400 -0.0195 0.103 T7.777  209.600 -0.001
Mining 407.16 1.0231  -0.2990 0.2939 -0.201% 0.602 9.847 306.200 -0.005
Construction 195.44 1.0930 -0.5768  0.3892 0.1865 0.949 13.833  869.200 ~0.004
Food, Tobecco 107.54 0.8968 -0.2031 0.1673 0.1696 0.984 4.068 110.700 -0.219
Textiles 123.11 0.9090 -0.1182 0.1266 -0.0433 0.766 11.386 117.300 -0.111
Knitting, Hosiery 19.75 0.9538 -0.272% 0.2067 -0.0281 0.733 30.380 4. 257 -0.007
Appare! and Household Textite 50.56 0.9720 -0.0178  0.4080 -0.4704 0.924 12.129 57.548 0.083
Paper 180.37 1.0016 -0.1692 0.1114 0.0051 0.8568 8.423 206.600 -0.011
printing 48.82 1.2266  ~0.7174 0.5563 -0.0580 0.97 5.815 63.874 -0.072
Agricultural Fertilizers 23.25 1.0450 0.0095 -0.1242 0.1462 0.817  32.200 116.900 -0.020
Other Chemicals 96.02 1.0122 -0.2498  0.1471 0.1098 0.936 7.927 271.300 0.047

Petroleum Refining end Fuel 127.47 1.1128 - -0.3751 0.1371  -0.0150 0.767 18.734 191.800 -0.016
Rubber and Plastics 129.03 0.8455 -0.5187  0.3020 0.317% 0.872 12.0564 139.700 0.044
Footwear and Leather 63.01 0.8283 -0.1055 -0.0483 -0.1752 0.61% 11.253 18.682 0.033
Lutber 55.96 0.7492 0.0474 0.5692 -0.4011 0.916 13.520 101.200 0.093
Furniture 25.96 0.6326 0.0519 -0.1185 0.3963 0.738 1%.793 42.805 0.024
Stone, Clay end Glass 156.98 0.9830 -0.4226 0.1836  0.1741 0.845 11.600 153.600 -0.068
tron and Steel 2008.91 0.4159° -0.2870 -0.0385 0.1517 0.25%  13.917 410.300 0.118
Non Ferrous Metals 64.34 0.8905 -0.1137 -0.3995 0.6051 0.779 16.263  148.700 0.159
Metal Products 234.26 0.7838 -0.0509 -0.0119 0.1836 0.789 9.948  220.400 0.046
Engines and Turbines 18.35 1.1513  -0.7'31 0.2795 0.2684 0.921 17.131 28.463 0.077
Agricultural Machinery 12.63 0.5031 0.1339  0.7447 -0.3867 0.783 18.259  30.480 0.074%
Metslworking Machinery 255.32 0.7536 -0.2361 0.2806 -0.4321 0.610 14.335 77.732 -0.112
Special Industry Machinery 170.14 0.6595 -0.2518 -0.0714 -0.05%1 0.358 12.077  33.787 0.029
Miscellaneous Non-Electricsl 62.36 0.9987 0.0276 -0.3449 0.3053 0.892 10.230 105.800 -0.063
Computers 31.1% 1.1259 -0.3959  0.2311 0.0210 0.813 18.220 74.871 -0.000
Service Industry Machinery 24,09 1.1716  -0.3376 -0.3563 0.4362 0.781 20.699  38.882 -0.122
Communications Machinery 110.46 0.8523 -0.2922 0.3083 0.0764 0.873 15.356 164.500 0.016
Heavy Electrical Machinery 46.08 1.0372 -0.2388 0.2170 -0.1166 0.809 12.581% 56.621 -0.006
Household Applisnces 39.71 0.8138 0.0467 -0.1697 0.0909 0.626 17.320 37.866 0.012
Electrical Lighting and wiri 30.62 0.8840 -0.3538  0.0841 0.3768 0.804 17.960  66.116 0.031
Radio, T.V. Phonographs 15.41 0.8415  -0.4446 0.5961  -0.1369 0.716  27.893 25.852 °-0.012
Motor Vehicles 240.65 0.6707 -0.0327 -0.0573 0.3698 0.668 19.199  423.400 -0.074
Aerospace 167.49 1.0435 -0.3121 0.0003 -0.0505 0.696 15.301  137.300 -0.012
Ships and Boats -3.95 -0.9954 -0.4632 1.6422 2.7750 0.800 61.757  50.536 0.293
Other Transportation Equipme 2.27 0.8400 0.49%49 -0.1060 -0.1792 0.960 20.305 11.118 0.052
Instruments 43.88 0.9960 -0.1978 -0.1480  0.3258 0.926 10.737  56.340 -0.006
Miscellaneous Manufacturing 83.48 0.3035 0.0154 0.5879 -0.0282 0.690 11.516 $2.714 -0.009
Railroads 1487.13 0.8113 -0.0236 -0.1341 -0.1834 0.609 18.787 596.000 0.017
Air Transport 613.21 1.1253 -0.2694 -0.3112 0.3123 0.769 26.672 911.000 0.077
Trucking and Other Transport 180.73 1.3568 -0.8558 0.6924 -0.1839 0.952 12.717  451.500 -0.015
Communications Services 325.92 1.5162  -1,0799 0.8249 -0.2803 0.966 7.532 526.400 0.041
Electric Utilities 448.79 0.6873  -0.1447 0.3124 0.1057 0.787 12.459 729.800 -0.002
Gas, Water and Sanitation -127.51 0.8889 0.0592 0.1372 0.0961 0.627 16.607 300.100 -0.013
Whotesale and Retail Trade -437.59 0.4146  -0.0809 0.4061 0.4463 0.912 10.012 1198.800 -0.060
Finance and Insurance 142.55 0.7163 0.1270 0.2148  -0.0433 0.918 13.198  325.200 0.003
Real Estate 97.76 1.6100 -1.0539  0.43% 0.0574 0.956 22.391  357.800 0.022
Hotels and repairs Minus Aut 228.04 1.0578  -0.174% 0.2851 -0.2720 0.910 8.088 216.400 0.025
Business Services 147.09 1.3086 -0.9150 0.3108 0.3344 0.905 17.15%  395.300 0.089
Auto repair 281.54 0.6575 -0.0131 0.3212 -0.037V 0.750 19.389  446.800 -0.000
Movies snd Asusements 56.21 1.1612  -0.1206  -0.4544 0.4200 0.956 6.2 79.766 0.078
Medical and Educational Serv 184.03 0.9871 -0.0329 -0.1197  0.199%% 0.948 8.758 412.000 0.020
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The Autoregressive Model.

Sector Title rce

Agriculture, Forestry, Fisher 2102,52
Crude Petroleum, Natural Gas 463.17

Nining 463.94
Construction 768.82
Food, Tobecco 178.53
Textiles 149.43
Xnitting, Wosiery 20.93
Apparel snd Household Textile 58.68
Paper .12
Printing -17.09
Agricultural fertilizers 67.86
Other Cheaiceals 257.10
Petroleun Refining and Fuel 10.48
Rubber and Plastics 152.79
Footwear and Lesther 29.87
Lurber 93.89
Furniture 37.50
Stone, Clay and Glass 202.57
Iron snd Steel 1174.32
Non Ferrous Metals 134.05
Metal Products 309.86
Engines end Turbines 23.07
Agricultural Machinery 31.59
Metalworking Machinery 271.49
Special Industry Machinery 122.52
Miscellaneous Non-Electriceal 110.01
Computers -8.68
Service Industry Machinery 31.00
Communications Machinery -49.02
Keavy Electrical Machinery 25.39
Household Appliances 42.33
Electrical Lighting and wiri 41,06
Radio, T.V. Phonographs 13.39
Motor Vehicles $10.42
Aerospace 127.43
Ships and Boats 19.76
Other Transportation Equipme 3.9
Instruments 13.29
Niscellaneous Manufecturing 84.96
Railroads 913.50
Air Transport 638.58
Trucking and Other Transport 355.72
Communications Services 21.00
Electric Utilities -230.62
Gas, Water and Senitation 163.91
wholesale and Retail Trade -1005.62
Finance and Insurance -286.27
Real Estate 237.26
Hotels and repairs Minus Aut 178.81
Business Services -22.80
Auto repeir .21
Novies and Amusements 60.67

Medical and Educational Serv 173.90

vI
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Table 4.2

Estimsted from 53 to 85.
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but both catch turning points only with a lag. In general, although
the autoregressive model fits the data fairly well, it will encounter
stiff competition from the accelerator and Cobb-Douglas based models,

as will be seen in the following sections.

2. The Accelerator Model

This model expresses gross investment as a function of a
four-year distributed lag on past changes in output, a "wear"
variable representing replacement investment, and a constant term.
The equation from Chapter III is reproduced below:

3

(2. 1) It =a +i)=:0bi AQt_i + CW;
where W is the value for "wear". Upon first estimating this
equation, the lag weights on AQ were found to jump around wildly, and
to be quite different in the two estimation periods. Therefore a
softly constrained second order Almon lag was imposed on the bi’s and
the equation was re-estimated. Tables 4.3 and 4.4 show the estimated
parameters and regression statistics for both the 1953 to 1977
regressions and the 1953 to 1985 ‘regressions. The estimated
parameters are the intercept (INTCP), four lagged values of the
change in industry output (DIF to DIF[3]), and the wear, or
replacement variable (FB2).

It is quickly apparent from examining these tables that the lag

weights still have a tendency to jump around, and many are negative,

183



which does not make economic sense. The st are still quite high,
although of course lower than those in the unconstrained estimation.
Only 10 of the 53 equations have R%s less than .6 in the 53-77
estimation, and 14 in the 53-85 estimation. However, the results for
the two estimation periods are quite different, whether one considers
the intercept, the replacement term coefficient, or the distributed
lag weights on changes in output. It is also notable that the
ability of this model to fit the data is quite sensitive to the
addition of the extra data points. This suggests that this model is
not picking up the wunderlying structural relationship between
investment and output, or that the relationship has changed between
the two periods. This tends to throw doubt upon the forecasting
ability of the model. The negative coefficients on changes in output
in some of the industries also could lead to perverse behavior in a
simulation. In many cases these negative coefficients are swamped by
a large intercept or a strong replacement term coefficient, so that
forecasted investment can be expected to keep rising in the forecast,
but to respond perversely to changes in output. The final notable
feature of the estimation results is the value of the coefficient on
the replacement variable. I suggested in the previous chapter that
for this term to actually represent replacement, the value of the
coefficient should be close to unity. However, it is obvious from
both parts of Table 4.1 that the value of this variable lies between
.1 and .3 for most industries. This suggests that either there is

high multicollinearity between changes in output and the replacement
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variable, or that changes in current output actually stimulate
replacement investment, so that the output terms are capturing part
of the replacement investment in the equation.

Plots for the total economy and for the same 15 sectors in the
previous section are displayed in Figure 4.3.a to 4.4.d, again with
the results in figures 4.3 containing results for the 53 to 77
estimations, and figures 4.4 containing the results for the 53 to 85
estimations. These graphs tell a story similar to that of the
regression results. Although the sum of the results for the total
economy fits very well, certain individual sectors fit demonstrably
more poorly than in the autoregressive model. The accelerator model
fails to track the large dips in investment in both Agriculture,
Forestry, and Fisheries(1) and Mining(3), and the model fails to
track most of the variation in the Iron and Steel(19) sector. For
the most part, however, the fits appear close and the model is good
at capturing the turning points.

Other versions of this basic equation were tried, and will be
briefly discussed. An equation without an intercept was also
estimated, as an attempt to get more sensible output coefficients:
The fits were significantly poorer, and there was little improvement
in the pattern of the lag weights. Another version was estimated
using a time trend instead of a replacement investment term, but this
led to even less sensible lagged output coefficients. In yet another
version the lag weights were rather strongly constrained to be

positive, but this led to a drastic reduction in R
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Table 4.3

The Accelerator Model. Estimated 53 to 77.

OO NN UN

Sector Title wrep oIF OIF[Y]  OIFIY  DIFDY) F82 R-SQUARE AAPE SEE RHKD
Agricutture, Foresgry, Fisher -1733.26 -0.0240 -0.0625 -0.0510 -0.0288 0.1808 0.642 10.6320 1038.700 0.578
Crude Petroleum, Batursl Gas  1529.83  0.0732 -0.0150 -0.0325 -0.0378  0.0176 0.327  B8.7430 181.500 0.040
Mining 1918.55 -0.0374 0.0622 0.0092 -0.0018 0.0118 0.030 20.5050 478.200 0.652
Corstruction -1447.58  0.1963  0.187¢ 0.9381  0.0961  0.3252 0.969 10.3170 672.900 0.638
food, Tobacco -137.29 0.0032 -0.0141 -0.0084 0.0011 0.2323 0.974 4.8970 142.700 0.716
Textiles -392.1% 0.0317  0.0693  0.0934  0.0592 0.2073 0.790  9.2690 114.200 0.092
Knitting, Nosiery -82.03 0.092 0.0529 0.0502 0.0445  0.2626 0.919  21.3460  24.409  -0.455
Apparel and Household Textite -224.9%  0.0555 0.0567 0.0536 0.0762  0.2435 0.782 15.7650  97.404 0.417
Paper 263.7¢ 0.0136 0.04%1  0.0282  0.0635  0.1654 0.851  10.4980 219.500 0.510

10 Printing -112.50  0.0519  0.0371  0.0400 0.0407  0.21% 0.953  7.4250  82.066 0.558
11 Agriculturst Fertitizers -115.51  0.004S 0.0775 0.0889 0.1959  0.3800 0.848 46.7040 106.500 0.721
12 Other Chemicals : 246.67 0.0236 0.0422 0.0377 0.0604 0.1697 0.900 9.9650 338.900 0.847
13 Petroleum Refining end Fusl -27.53 0.0440 0.0109 0.0200 0.0384 0.1461 0.260 39.6220 341.800 0.728
14 Rubber snd Plastfcs 98.33  0.0599 0.0574 0.0460 0.033%  0.1582 0.939 7.9850 96.238 0.292
15 Footwear and Lesther 41.48 0.01647 0.0380 0.0381 0.0585 0.0975 0.6468 14.4470  22.332 0.479
16 Lusber -87.71  0.0174 0.0230 0.0435 0.0234  0.2629 0.947 11,5580  80.224 0.029
17 Furniture -98.43 0.0238 0.0337 0.0251 0.0156 0.2587 0.872 10.3920 29.907 0.238
18 Stone, Clay and Gless 47.45 0.0430 0.0766 0.0672 0.0199 0.2065 0.938 8.4450 98.970 0.225
19 Iron and Steel 2315.76  0.0075 0.0220 0.0066 -0.0007  0.0218 0.159  14.6140 434.700 0.403
20 Non Ferrous Metsls -10.47 -0.0043  0.0%75  0.0264  0.0412  0.2140 0.776  16.1410  150.300 0.372
21 detsil Products -60.61 0.0240 0.0357 0.0259 0.0212 0.1846 0.90% 7.3080 144.900 0.242
22 Engines end Turbines -0.17  0.04k6 0.0469 0.0503 0.007%4  0.238 0.932  24.3360 26.460 0.48%
23 Agriculturst Machinery -19.78  0.00%1  0.016% 0.0127 0.0168 0.2472 0.839 15,8410  26.279 0.031
25 Metslworking Machinery $52.14  0.0107 0.0383  0.0054  0.0285 -0.0636 0.388 21.8360 97.315 0.533
27 Special Industry Machinery 303.21 0.0051 0.0139 0.0091 -0.0118 -0.0391 0.217 13.%10 37.307 0.656
28 Miscellanwous Non-Electrical 59.96  0.0181  0.0352 0.0  0.0295  0.1935 0.956 7.3720  67.882 0.250
29 Carputers 70.67 0.022¢ 0.053 0.0155 0.0757  0.1606 0.765 27.579%0  63.968 0.685
30 Service Industry Machinery -95.50 0.0332 0.0470  0.0413  0.0387 0.2778 0.786 20.8510  38.472 0.622
31 Communications Machinery 1.06  0.0487 0.0606 0.0507 0.0314  0.2069 0.861 18.4010 171.700 0.542
32 HKeavy Electrical Machinery 7.03 0.0264 0.0485 0.0187 0.0482 0.\777 0.774  14.2850 61.532 0.636
33 Household Appliances 2.68 0.0530 0.0464 0.0501 0.0487 0.1172 0.470  24.5120 45.067 0.609
34 Electrical Liphting and wiri -78.42 0.0414 0.0678 0.0592 0.0463 0.2519 0.897  14.6290 47.870 0.561
35 Redio, T.V. Phonographs -6.52 0.0248 0.065¢ 0.038¢ 0.029%  0.2055 0.818 24,1960  20.691 0.301
36 Motor Vehicles 121.34 0.0127 0.0286 0.0102 0.0057 0.1959 0.801 16.1040 327.800 0.450
37 Asrospsce 114.37  0.0221  0.0154  0.0078  0.0220 0.1570 0.307 33.1780 207.400 0.780
38 Ships and Bosts -26.11  0.0318  0.0323 -0.0057 0.0560  0.4960 0.837 68.1490  45.698 0.024
39 Other Trensportation Equipme -18.91 0.0071 0.0048  0.0020 0.0026  0.4606 0.897 43.5480 17.798 0.783
40 Instruments 61.82 0.0448 0.0666  0.0506 0.009%  0.1730 0.910 11,0330  62.210 0.648
41 miscellansous Marwfecturing 72.32 0.0264 -0.0008  0.0113 -0.0105 0.1467 0.770 11.9700  45.474 0.388
42 Railroads -1915.93  0.2248  0.377¢  0.2803  0.3217  0.1666 0.585 21,0940 613.900 0.415
43 Air Trensport $61.23  0.9676  1.0131  0.8018  0.186  0.0260 0.914  20.3110 555.500 0.318
& Trucking end Other Transport -9187.364  0.242%  0.189%¢  0.2955  0.0532  0.3119 0.963 13.2050 398.600 0.455
45 Communicetions Services 920.03 -0.5889 0.017% -0.0190 0.0005 0.2611 0.855 12.9520 1085.100 0.722
46 Electric Utilities -136.10 -0.0083  0.5545  0.2376  0.2561 0.1200 0.901 10,6740 496.000 0.232 -
47 Gas, Vster and Senitstion 1537.85 -0.1026 -0.0537 -0.0645 -0.0744  0.04%% 0.752 15.8890  244.800 0.20v
4B Wholessle and Retefl Trade  -2239.31  0.0770  0.0767  0.0018  0.0206  0.3298 0.966  6.2750  740.500 0.13%
49 Finance and Insurence -495.89 0.1285 0.0424 0.1077 0.0206 0.2972 0.%41  10.8690 275.700 0.1%
S0 Resl Estste -858.92 0.006 0.0763 0.0838 0.0056  0.4039 0.858 38.0970 642.200 0.819
$S1 Motels and repsirs Mirus Aut  S509.72 -0.0719  0.0820 0.0513  0.0981 0.1923 0.769 11,1880 347.400 0.662
52 Business Services -269.45  0.1016  0.0519 -0.0302 0.0726  0.2493 0.852 26,2110 493.900 0.693
$3 Auto repair 322.3% 0.1094 0.1385 0.0708 0.0448 0.2350 0.798 20.2870 401.500 0.535
54 Movies and Amusements 0.41  -0.0137 0.0013 -0.0728 -0.0546 0.2745 0.910 8.6360 113.600 0.643
55 tedicel end Educationst Serv  516.43  0.1003  0.1456 0.0132 0.0229  0.1671 0.9%0 10.3110 &41.700 0.616
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Table 4.4

The Accelerstor Nodel. Estimated 53 to 8S5.

Sector Title

OO NI WN -

Agriculture, Forestry, Fisher
Crude Petroleum, Naturat Gas
Nining
Construction

Food, Tobacco
Textiles
knitting, Nosiery
Apparel and Wousehold Textile
Paper

Printing

Agricultursl Fertilizers
Other Chemicals

Petroleum Refining and Fuel
Rubber and Plastics
footwear and Leather

Lunber

Furniture

$tone, Clay and Glass

Iron and Steel

Non Ferrous Metals

Metsl Products

Engines and Turbines
Agricultural Machinery
Hetalworking Machinery
Special Industry Machinery
Niscellaneous Non-Electrical
Computers

Service Industry Machinery
Communications Machinery
Heavy Electricel Machinery
Household Applisnces
Electrical Lighting and wiri
Radio, T.V. Phonographs
Motor Vehicles

Ships and Bosts

Other Transportation Equipme
Instruments

NMiscellaneous Manufacturing
Railroads

Air Trensport

Trucking snd Other Transport
Communications Services
Electric Utilities

Gas, Water and Sanitation
wWholesale and Retail Trade
Finance snd lnsurance

Real Estste

Hotels and repairs Minus Aut
Susiness Services

Auto repeir

Hovies end Amusements
NBedical and Ecducationsl Serv

e DIF OIFIY) DIF DIF(3) m R-SOUARE AAPE

4083.33 ° 0.0833 0.0999 0.1527  0.08456 0.0606 0.286 18.1610
868.32 0.0159 -0.0192 0.0220 -0.0327 0.1251 0.288 B

472.58 0.0708 0.0938 0.0563  0.0161 0.1380 0.243  22.7480
-1382.58 0.2019 0.2588 0.2436 0.2053  0.2563 0.881 16.8800
606.00 0.0150 -0.0052 -0.011% 0.0023  0.1539 0.853  12.4530
336.31 0.0217  0.0297  0.0087 -0.0042 0.0840 0.36 17.7880
-$9.38  0.0795 0.0579 0.0473 0.0573  0.209%9 0.846 23.2990
93.91 0.0423  0.0301 0.0239  0.0415  0.0940 0.243 34.9320
278.03 -0.0066 0.047 0.0450  0.0344  0.1653 0.895 9.8030
2.23 0.0312 0. 0.0105 0.0290  0.199%0 0.956 8.9120
-40.97  0.0105  0.1576  0.1047  0.2465 0.1873 0.613  44.1080
816.70  0.0134  0.029 0.0197  0.033  0.1378 0.825 12.1970
-444.13  0.0116 -0.0172 -0.017 0.0231 0.3281 0.740 35.1410
452.69 0.0262 0.03%9 0.0186 0.019%0  0.0909 0.623 18.8040
77.26 0.0308 0.037 0.0328  0.0383 0.0495 0.402 19.4380
139.18  0.0474  0.0474  0.0680 0.0669  0.1451 0.736 19.%50
33.49  0.018% 0.0292  0.0150  0.0081 0.1464 0.714  15.9230
188.96  0.0474 0.0853  0.0595 0.0748  0.1606 0.787 14.3310
2540.48  0.0160  0.0311 0.0205  0.0102 0.0047 0.290  14.3%40
182.69  0.0099  0.0183  0.0261 0.0338  0.1530 0.692 16.4770
437.61 0.0195 0.0336 0.0213  0.0298  0.1219 0.6764 11.6220
18.57  0.0137  0.0289  0.0141 0.0220 0.2328 0.850 22.2060
7.4 0.0054 0.0168  0.0275 0.0289  0.1911 0.815  16.32%0
$16.18  0.0%02 0.0325  0.0064 0.0284 -0.0458 0.405  18.7800
353.50 0.0090 0.0168  0.0138 -0.0038 -0.0732 0.261  14.1100
74.91 0.0093 0.0362 0.0089 0.0325 0.1916 0.966  6.5360
-29.19  0.0204 0.0804 0.0089  0.0606  0.2711 -0.968 22.8470
17.57  0.0165  0.0251 0.0175 0.02646  0.1530 0.568  24.4050
-28. 0.0201 0.0725 -0.0301 0.0649  0.2296 0.902 18.2830
21,45  0.0074 0.0325 -0.0067 0.0316  0.1859 0.787 15.3500
81.08 0.0244 0.0276 0.0148 0.0216  0.0688 0.208 27.7270
564.46 0.0203 0.0420  0.0204 0.0286  0.1659 0.778 18.4010
16.46 0.0169  0.0399 0.0119  0.0252 0.1472 0.785 30.4140
$15.64 -0.0065 0.0024 0.0074  0.0192 0.1559 0.523 25.73%
-8.61 0.0226 0.0199 0.0116 0.0273 0.2054 0.543 33.2810
-21.41 0.0753  0.066% 0.0121 0.0885 0.2531 0.726 81.2580
3.52 0.0172 0.0118 0.0082 0.0123  0.2848 0.866 53.3690
78.58  0.0004 0.0231  -0.0271 0.0226  0.2065 0.846 14.6100
134.16 0.0382 0.0163 0.0073 0.0173  0.1042 0.515  14.0870
-5264.13  0.5342  0.5538  0.5905 0.4038 0.1136 0.602 27.4920
1064 .81 0.4310  0.6452  0.3048  0.7429  0.0424 0.782 23.4330
-557.95  0.2409 0.1304  0.1565 0.1945 0.2528 0.944  14.2780
417.06  -0.0551 0.0563 -0.1133 -0.1208  0.2538 0.951 9.8260
-31.35  0.1689  0.3802 0.3161  -0.4597  0.1746 0.827 14.5110
435.89 -0.1138 -0.0146  0.0959 -0.1354 0.1986 0.677 29.2520
-2928.00 0.1025 0.0228 -0.0272 -0.0419  0.3930 0.980 7.4170
-540.46  0.0568 -0.0742 -0.0278 -0.0275 0.4366 0.950 15.8440
-359.80  0.0295 0.0540  0.0305 0.0685 0.3101 0.922 34.5960
600.65 0.0558 0.0818  0.0554 -0.0124  0.169% 0.754  12.9850
-353.20 0.0823  0.0238 -0.0388 0.021S  0.3393 0.966 21.7760
$5.46 0.1483  0.1005 0.0%64 -0.0226 0.3191 0.898 18.0420
170.89 -0.0007 -0.019% -0.0450 -0.0233  0.2195 0.882 11.0200
196.01 0.0830 0.1176 -0.0748 -0.0274  0.2439 0.933 11.3:170
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In summary, the regression fits for the accelerator model are
fairly good, and the model is better than the autoregressive model at
predicting turning points. This finding agrees with the conventional
wisdom that output is a good indicator of the dynamic movements of
investment. However, the accelerator model 1leaves much room for
improvement. It allows for no price effects, particularly of tax
policies operating through changing the cost of capital. In the next
few sections, various models will be investigated in which relative
prices are introduced into the investment model, to see what

contribution this makes to explanatory power and sensible results.

3. The Jorgenson Cobb-Douglas Model

This model, which is essentially the same as Jorgenson’s
Neoclassical model, combines output and price effects into a
composite variable, and expresses gross investment as a function of
an intercept, a three-year distributed lag on first differences of
the composite variable, lagged net investment, and lagged capital
stock. The estimated equation is reproduced below:

3

3.1) I =a +):b[AP-Q] + 8K
t 0 1___01 Cclt-1i

t-1
The b’s are expected to be positive in sign, because investment
should respond positively to changes in output, negatively to

increases in user cost ¢, and positively to changes in output price

p. The coefficient on the lagged capital stock is expected to be a
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small fraction which can be interpreted as an estimate of the
geometric depreciation rate.

The equation has been formulated in this manner to follow
roughly the form of the Jorgenson model, although his model was
estimated with quarterly data, using the rational lag distribution he
developed. The use of the composite variable pQ/c makes the
interpretation of price response ambiguous, since p/c is constrained
to have the same distributed lag coefficients as Q. In other words,
if the change in output has a strong effect on investment, then the
change in the real cost of capital is also bound to have a strong
effect. This can lead to the inference that various tax and
depreciation policies that act through the cost of capital have a
significant impact on investment in a given industry, when in fact,
they may have little effect. Unlike the Jorgenson model, this model
does not include a lagged net investment term. Thus, although this
model will probably provide a poorer fit to the data than the
Jorgenson model, it is more of a structural model, and doesn’t rely
so much on lagged investmentéo. The coefficient on the capital stock
term may be interpreted as the geometric depreciation rate, assuming
that depreciation does in fact follow a simple geometric pattern.

The regression results for this model are displayed in Tables

4.5 and 4.6. In these tables the intercept is in the first column

60Actually, the model was first estimated with the lagged net
investment term included, and this term contributed greatly to R".
However, this version of the model displayed perverse behavior in the
forecasting model.
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(INTCP), followed by the distributed lag weights on Azg (DIF to
DIF[3]), followed by the coefficient on the capital stock (K) and the
four regression statistics. An examination of the values of R
reveals that the fits of this model are about the same as the
accelerator model, on average, although slightly worse in the 53-85
estimation period. Of the 53 industries estimated, 10 have a value
of R2 below .6 in the 53-77 estimation, and 17 in the 53-85
estimation. Note that all three of the models discussed so far do
significantly worse in the 53-85 pericod. This is partly because
there are more points of data to fit with the same parameters.
"However, it also suggests that there was a change in the behavior of
investment during the period from 78 to 85, enough to strain the
equations’ capacity to fit well over the whole period from 53 to 85.
This supposition is borne out by comparing the parameters from the
two estimations. Neither the intercept terms nor the capital stock
coefficients show much resemblance to each other between the two
periods.

As in the previous model, a softly constrained second order
Almon lag was imposed on the distributed lag coefficients to give
them a more reasonable pattern. Nevertheless, many of these
coefficients are negative, which 1is contrary to common sense
(although agreeing with the accelerator results). The coefficient on
the lagged capital stock seems reasonable, and is negative in only a
handful of cases. Table 4.7 below compares the depreciation rates

calculated for this model for both estimation periods with geometric
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depreciation rates calculated using average service 1ive561.

Most of the estimated values of 8 fall within an acceptable
range, except of course those which are negative. It is heartening
that so many of the estimated values tally so closely with what
average service lives would lead us to expect. Curiously enough, the
estimated values of &8 in the 53 to 85 estimation are on average even
closer to the calculated values for most industries, than in the 53
to 77 estimation. It is also notable that estimated depreciation
rates are much higher than calculated rates in Computers (29),
Communications Machinery (31), Finance and Insurance (49), and
Business Services (52), which are all industries that invest heavily

in computers.

1Assuming geometric depreciation, the formula for the
depreciation rate is 8 = 1/(1+L), where L is the average service life.
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The Cobb-Douglas Neo-classical Model.

-
sector Title nTce
Agriculture, Forestry, Fisher -2866.05
Crude Petroleum, Naturs! Gas 1430.53
Wining 940.91
Construction -362.59
Food, Tobacco -344.19
Textiles -160.73
Knitting, Hosiery -56.60
Apparel snd Household Textile 34.69
Paper 7.62
Printing 26.38
Agricultursl Fertilizers -78.37
Other Chemicals 114.56
Petroleun Refining end Fuel 205.
Rubber end Plastics 63.76
Footwear and Lesther 123.3%
Lusber -71.09
Furniture -71.85
Stone, Clay ond Glass 123.48
Iron and Steel 2101.85
Non Ferrous Metsls 9.7
Metal Products 23.08
Engines and Turbines 8.19
Agricultursl Machinery -37.59
Metalworking Machinery 488.88
Special Industry Machinery 342.9%
Miscellaneous Mon-Electrical -30.65
Computers 36.45
Service Industry Machinery ~77.47
Communications Machinery 38.11
Heavy Electrical Machinery ~4.44
Household Appliances -27.30
Electrical Lighting and wir{ -56.83
Radio, T.V. Phonographs -10.92
Motor Vehicles 4.13
Aerospace 188.49
Ships and Boets -11.59
Other Transportetion Equipme -17.80
instruments 26.10
Miscel laneous Manufecturing 70.69
Reilroads -900.09
Air Transport 1291.51
Trucking and Other Trensport -634.58
Comunications Services 653.17
Electric Utilities 203.36
Gas, Water and Sanftation .73
Wholesale and Retail Trade -1815.32
Finance and Insurance -248.31
Resl Estate 89,03
Hotels end repeirs Minus Aut 570.71
Business Services 3™.83
Auto repair 4466.60
Movies end Amusements 101.74
Medical and Educations! Serv 668.04

DIF
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-0.0039
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Table 4.5

DIF(1}
0.0066
-0.0049
0.0071
0.0168
-0.0001
0.0025
0.0041
0.0017
0.0055
0.0014
0.0217
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Estimsted 53 to 77.

DIF[) DIF(3) K R-SQUARE AAPE
0.0001 0.0084  0.0903 0.760  8.29%0
-0.0009 0.0076 0.0125 0.568  7.5910
0.0077  0.0177  0.0463 0.208 18.4860
0.0174  0.0054  0.1574 0.964 11.7080
-0.000% 0.0001 0.1123 0.972 5.4730
0.0029  0.0001 0.0868 0.685 12.1260
0.0026 0.0015  0.1486 0.661 46.2790
-0.0008 0.0006 0.0982 0.632 26.4550
0.0038 0.0075  0.0913 0.896  8.9810
0.0023 -0.0013  0.1042 0.932 9.2980
0.0007  0.0242  0.2168 0.891  39.7340
0.0029  0.0061 0.0964 0.908  9.1880
0.0027  0.0022  0.0686 0.405 39.9650
0.0053 -0.0002  0.0945 0.880 11.6060
0.0007 0.0006  0.0028 0.038 19.4740
0.0023  0.0032  0.1291 0.926 12.5690
0.0011  -0.0013  0.1230 0.769 14.2190
0.009%  -0.002% 0.1037 0.908  9.1680
0.0027  0.0018  0.0169 0.163  14.9850
0.0048  0.0040  0.1074 0.793  16.0950
0.0032 0.0010 0.0916 0.765 11.0120
0.0198  0.0005  0.1299 0.830 2B.6030
0.0032 0.0032  0.1354 0.829 14.9100
0.0006  0.0047 -0.0153 0.283 23.7820
0.0021  -0.0036 -0.0291 0.229 13.1440
0.0019  0.0045  0.1110 0.928  8.2830
-0.0102  0.0250  0.1185 0.778  24.6040
0.0045 0.0025  0.14605 0.627 28.5700
0.0026 0.0018  0.1122 0.815  20.9060
-0.0002 0.0046  0.1000 0.640 16.2960
0.0007  0.0020  0.0881 0.266  30.4720
0.0052  0.0012  0.1333 0.821  19.4940
0.0014 0.0017  0.1351 0.755 27.4700
0.0004 -0.0005  0.1049 0.763  18.6500
0.00912 0.0028 0.0673 0.172  30.8810
-0.0064  0.0136  0.2354 0.810 77.7910
-0.0003 -0.0000 0.2160 0.901  44.3570
6.0014 -0.0029  0.1202 0.887 12.8800
+0.0047 -0.0014 0.0832 0.761  10.7290
0.0133 0.0189  0.0641 0.595 19.1450
0.0386  0.0099  0.0767 0.361 35,9900
0.0156 -0.0035  0.1690 0.957 10.2260
0.0177 -0.0063  0.0985 0.866 12.0990
0.0072 -0.0038  0.0913 0.776  13.8060
0.0054 -0.0014 0.0704 0.333  26.4290
0.0049 -0.0012 0.1773 0.918  10.0040
0.0068  0.0080  0.1487 0.925 13.5870
0.0001 -0.0086  0.1707 0.870 26.1110
-0.0020 -0.0039  0.0980 0.756 12.5520
-0.005% -0.0229 0.1798 0.888  20.4240
0.0121 0.0111 0.1293 0.721  20.2070
0.0090  0.0049  0.1030 0.931 7.6260
70.0047 -0.0022  0.1140 0.915 12.1070
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Table 4.6

The Cobb-Douglas Neo-classical Model. Estimated 53 to 8S.

Sector Title NTCP OIF DIFLN) DIF[) DIF(3) K R-SQUARE AAPE SEE RKO
1 Agriculture, Forestry, Fisher 2113.90 0.0072 0.0072 0.0053  0.0115 0.0510 0.359 13.5660 1734.400 0.702
2 Crude Petroleum, Natural Gas 604.26  0.0073 0.0091 0.006%  0.0043  0.0648 0.613 20.7180 507.100 0.746
3 Mining -91.95  -0.0043 0.0139  0.0%9  0.0119  0.0913 0.347 19.7070 516.500 0.708
4 Construction 151,77 0.0156  0.0241 0.0330 0.0179  0.1158 0.815 22.6160 1944.600 0.778
S Food, Tobacco 330.16  0.0011 0.0003 0.0010 0.0019  0.0823 0.885 9.9900 316,500 0.754
6 Textiles 272.31 0.0017  0.0031 0.0021 0.0006  0.0479 0.413  16.2750  164.800 0.800
7 knitting, Wosfery -0.21 0.0049  0.0042  0.0004 0.0022  0.0898 0.485 51.7280  58.658 0.755
8 Apparel and Household Textile 185.37 0.0003  0.0011 -0.0005 0.0014  0.0479 0.206 37.3430 167.000 0.87%
9 Paper 104.81  -0.0041 0.0090  0.0041 0.0090  0.0901 0.934 8. 206.700 0.221
10 Printing 12.40 0.0000  0.0031 0.0030 0.0010  0.1045 0.958  B8.2140 117.200 0.447
11 Agriculturst Fertilizers 61.21 0.0057 0.0185  0.0197  0.0278  0.0952 0.620 54.8530 158.600 0.561
12 Other Chemicals 688.81 -0.0006 0.0014 0.0020 0.0069  0.074% 0.838 12.0260 444.900 0.672
13 Petroleun Refining and Fuel -513.09 -0.0002 0.0007 0.0026 0.0022 0.1586 0.777 31.3310 308.000 0.691
14 Rubber and Plastics 328.19 0.0022 0.007 0.0051 0.0022  0.0628 0.688 17.5750 213.100 0.77
15 Footwear and Leather 137.67 0.0003 0.0010  0.0002 0.0006 -0.0114 0.021 24.0600  32.758 0.79%9
16 Lusber 149.82  0.0060 0.0066  0.0051 0.0104  0.083¢9 0.757 19.4690 175.000 0.621
17 Furniture 29.61  -0,0011 0.0038 0.0010 -0.0005 0.0790 0.661 17.2540  48.816 0.655
18 Stone, Clay and Gless 356.74 .0009  0.0111 0.0076 0.0079 0.0728 0.659 16.0090 235.600 0.721
19 Iron and Steel 2557.86 -0.0014  0.0030 0.0046  0.0035  0.0020 0.204 15.7590 447.900 0.340
20 WNon Ferrous Netals 186.72 -0.0000 0.0024 0.0050  0.0041 0.0775 0.702 16.6540 170.500 0.432
21 Metal Products $99.36 -0.0005 0.0021 0.0025  0.0021 0.057¢9 0.519  14.3170 316.500 0.629
22 Engines and Turbines 30.51 0.0000 0.0035 0.0038 0.0028 0.1120 0.809 27.9190  51.304 0.543
23 Agricultural Machinery 12.05 0.0026 0.0009 0.0048  0.0075  0.0939 0.673 20.1760  39.766 0.317
25 Metalworking Mechinery 464,66 -0.0012 0.0056 0.0015 0.0050 -0.0104 0.293 20.3430  95.392 0.475
27 Special Industry Machinery 4146.51  -0.0033  0.0015 0.0023 -0.0022 -0.0512 0.176 13.8340  38.161% 0.568
28 Miscellaneous Non-Electricel 63.32 0.0004  0.0053 0.0025 0.0072  0.09%6 0.903  10.3490 124.900 0.313
20 Computers -124.41 0.0059  0.022% 0.0052 0.0218  0.1940 0.966 34.4550 124.100 0.670
30 Service Industry Machinery 17.76 0.0008  0.0044 0.0006 0.0023  0.0828 0.501 27.7100  55.432 0.752
31 Communications Machinery -252.84 0.0036 0.0139  0.0013  0.0102 0.1419 0.922 20.5820 274.000 0.639
32 Heavy Electrical Machinery 1.9 -0.0016 0.0050 -0.0018  0.0049  0.0977 0.768 15.5510 78.791 0.592
33 Household Appliances 59.74 0.0003  0.0034 0.0001 0.0015 0.0482 0.143  27.7180 51,293 0.762
34 Electrical Lighting and wiri 58.32 -0.0023  0.0055  0.0024 0.001% 0.0888 0.75%  21.2300  75.919 0.627
35 Redio, T7.V. Phonographs 6.21 -0.0006  0.0054 0.0006 0.0019  0.1032 0.787 29.1710 24.275 0.560
36 Motor Vehicles 562.49 -0.0013 0.0003 0.0003 0.0006 0.0728 0.461 28.0190  745.100 0.401
37 Aerospace 2.1 0.0018  0.0035  0.0023  0.0043 0.1083 0.505 32.4730 222.900 0.743
38 ships and Boats $.53  0.0103 0.0090 0.0004 0.0175 0.1261 0.66Y 93.5980  63.838 0.547
39 Other Transporteation Equipme 4.65 0.0030  0.0021 0.0016  0.0021 0.1422 0.857 S4.4700  27.251 0.770
40 Instruments $8.02 -0.0071 0.0063 -0.0027 -0.0000 0.1083 0.854 14.8870 105.400 0.592
41 Miscellaneous Manufacturing 169.30  0.0008 0.001% -0.0023  0.0011 0.0470 0.361 16.2650  68.034 0.579
&2 Railrosds 747.88  0.0079  0.0%40  0.0188  0.0237  0.0395 0.2890 31.4260 1248.100 0.704
43 Air Transport 1346.06 -0.0142 -0.0179  0.0148 -0.0007  0.0821 0.501  31.5160 1440.400 0.709
44 Trucking and Other Transport 61.25 0.0104 0.0270 0.0075  0.0182  0.1303 0.925 16.5990 760.400 0.504
45 Communications Services -111.42 0.0051 0.0031 0.0260 -0.0095  0.1128 0.959  9.6780 1034.000 0.7
46 Electric Utilities 81.Nn 0.0034 0.0086 0.0244  0.0021 0.0839 0.736 16.4840 1135.200 0.235
47 Gas, Water and Ssnitstion -314.35 0.0078 -0.0057 0.0039  0.0078  0.112% 0.686 30.9610 648. 0.676
48 Wholesale and Retail Trade -3842.02 0.009%6  0.0131 0.00¢2 -0.0070  0.2070 0.968 10.3890 1627.500 0.244
49 Finance and Insurance -731.44 0.0028 0.0022 0.0149 -0.0019 0.2033 0.961  15.8620 549.600 0.484
S0 Real Estate 527.9% -0.0053 0.0026 0.0002 -0.0076  0.1381 0.926 32.3420 810.900 0.482
51 Hotels and repairs Winus Aut 609.53  0.0053  0.0127  0.0081 0.0016  0.0862 0.783 12.5580 363.100 0.802
52 Business Services -111.63 -0.0026 0.0077 0.0007 -0.075 0.1947 0.971  19.1080 4£94.400 0.676
53 Auto repeir 45.94 0.0206 0.0356  0.0%9 -0.0003 0.1710 0.862 19.1470  585.400 0.556
54 Movies and Amusements 181.04 0.0035 0.0132  0.014) 0.0101 0.0908 0.%8 7.3370 107.200 0.658
S5 medical and Educational Serv  376.91 0.0025 0.0012 -0.0006 -0.0115  0.1310 0.946 12.3790 711,100 0.666
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Table 4.7

Comparison of Estimated Depreciation Rates with

Calculated Depreciation Rates

Sector Title

Agriculture, Forestry, Fisheries

Crude Petroleum, Natural Gas
Mining

Construction

Food, Tobacco

Textiles

Knitting, Hosiery

Apparel and Household Textiles
Paper

Printing

Agricultural Fertilizers
Other Chemicals

Petroleum Refining and Fuel 0il
Rubber and Plastics
Footwear and Leather

Lumber

Furniture

Stone, Clay and Glass

Iron and Steel

Non Ferrous Metals

Metal Products

Engines and Turbines
Agricultural Machinery
Metalworking Machinery
Special Industry Machinery

Miscellaneous Non-Electrical Machinery

Computers

Service Industry Machinery
Communications Machinery
Heavy Electrical Machinery
Household Appliances

Electrical Lighting and wiring Equip

Radio, T.V. Phonographs
Motor Vehicles

Aerospace

Ships and Boats

Other Transportation Equipment
Instruments

Miscellaneous Manufacturing
Railroads

Air Transport

Trucking and Other Transport
Communications Services
Electric Utilities
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Calculated

OC00000000000O00O0000O000O0O0O0O0O00V0O0O0O0O0O0O0O0O0OO0O0O0OO0OO

. 0565
. 0707

0770
0904
0643
0562
0562
0653
0619

. 0666
. 0827
. 0638
.0787

0619

. 0595
.0741
. 0707
. 0757
.0614
. 0683
. 0679
. 0820
. 0789
. 0696
. 0647
. 0702
. 0908
. 0683
. 0662
. 0689
. 0633
. 0756
. 0675
. 0645
. 0704
. 0794
.0779
. 0765
.0731
. 0367
. 0819
. 0845
. 0609
. 0582

77 Est

. 0903
. 0125
. 0463
. 1574
.1123
. 0868
. 1466
. 0982
. 0913
. 1042
.2168
. 0964
. 0686
. 0945
. 0028
.1291
.1230
. 1037
.0169
. 1074
.0916
. 1299
.1354
. 0153
. 0291
.1110
.1185
. 1405
.1122
. 1000
. 0881
.1338
. 1351
. 1049
. 0673
.2354
.2160
. 1202
. 0832
. 0641
. 0767
.1690
. 0985
. 0913

[eNeoNeNeoNoNoNeNeoNeoNoNoNeoNoNoNoNoNoNeoNeNeoNoNoNoNeoNoNeNoNeNoNoNoNeoNoNoNoNoNoNoNoNoNoNeoNo Neo)

85 Est

.0510
. 0648
. 0913
.1158
. 0823
. 0479
. 0898
. 0479
. 0901
. 1045
. 0952
.0741
. 1586
. 0628
.0114
. 0839
. 0790
. 0728
. 0020
L0775
. 0579
.1120
. 0939
.0104
. 0512
. 0966
. 1940
. 0828
. 1419
. 0977
. 0482
. 0886
.1032
. 0728
. 1083
.1261
. 1422
.1083
. 0470
. 0395
. 0821
. 1303
. 1128
. 0839

[eNeeNoNeoNoNeNoloNeNoNoNoloNoNeNoloNeNeNoNoNoNoNeoNeNeNeNeoNoNeoNoNoNoNoeNoNoNoeNeoNoNoNo Neo o)



47
48
49
50
51
52
53
54
55

Gas, Water and Sanitation 0.0568 0.0704 0.1124
Wholesale and Retail Trade 0.1218 0.1773 0. 2070
Finance and Insurance 0.1100 0.1687 0.2033
Real Estate 0.0714 0.1707 0.1381
Hotels and repairs Minus Auto 0.0896 0.0980 0.0862
Business Services 0.0969 0.1798 0.1947
Auto repair 0.1335 0.1293 0.1710
Movies and Amusements 0.0796 0.1030 0. 0908
Medical and Educational Services 0.0823 0.1140 0.1310

The regression plots for the aggregate of all industries and 15
selected industries are displayed in Figures 4.5.a to 4.6.d. In

general, the Cobb-Douglas model tracks the actual data fairly well,
and does a good job following turning points. However, it |is
enlightening to compare this model with the accelerator model in a
sector such as Air Transport(43). Where the accelerator model
catches the boom in jet aircraft investment in the late 60s, the
Cobb-Douglas model almost completely misses it. Like the accelerator
model, this model suffers from poor tracking ability in the Mining
(2) and Iron and Steel (19) sectors.

Jorgenson generally achieved better fits than this in his work.
However, much of his good fits can be ascribed to the inclusion of
the lagged net investment term, which does not really contribute to a
structural understanding of investment behavior. Without this term,
the model slightly underperforms the simple accelerator model. How
it compares in simulation performance will be analyzed in the next

chapter.
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4. CES Model I

This model is derived by assuming a CES production function
with elasticity of substitution ¢. The estimated model expresses net
investment as a function of a constant term plus a four year
distributed lag on a composite variable involving the capital stock,
the proportional change in output, the proportional change in the
relative cost of capital, and o. It is because of this composite
variable that the model is considered to be putty-putty, since the
effects of output and capital cost are constrained to follow the same
lag pattern. The estimated equation 1is reproduced below for

reference:
(4.1) N =a +YywX

where

X = [AQt —o~éc:| Kt_1

t

In this model ¢ is the relative user cost of capital, i.e., the
capital user cost divided by output price. The estimate of ¢ in this
model is expected to be positive, both because the relative user cost
of capital is expected to have a negative impact on investment, and
the fact that a negative ¢ is undefined within the context of a CES
function. However, in the first attempt at estimating this equation,

a good number of the estimated values for ¢ were negative. Therefore
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a soft constraint was applied to try to force ¢ to be positive.62

Tables 4.8 and 4.9 contain the regression results for both sets
of estimations. The column labeled SIGMA in each table shows the
industry estimates of ¢, and the columns labeled WO thru W3 are the
distributed lag weights w, on Xt-f The sum of the weights is
displayed in the column labeled SUMW, followed by the four regression
statistics.

These results show that the constraint to encourage o to be
positive was only partially successful. More than half of the
industries in the 53-77 estimation, and almost a third of the
industries in the 53-85 estimation yield negative values for ¢, even
with a fairly strong weight on the constraint applied. These
findings are notably different from those of Reimbold (1974), who
calculated values for o that were generally between .2 and 1.0.
However, Reimbold wused a quadratic programming technique, and
iterated between a set of values for o that were greater than or
equal to zero until he found that value which gave the highest value
for the objective function.

The distributed lag weights w were softly constrained to lie
along a second degree Almon polynomial and to sum to unity. The

constraint that the lag weights sum to unity was imposed because the

62This is the first model that had to be estimated with a

nonlinear estimation technique. The nonlinear optimisation routine
used was the Nelder and Mead ’simplex’ method, as implemented by the G
regression package of INFORUM. The soft constraints were applied as
penalty functions auxiliary to the mimimization of the sum of squared
errors.
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expression designated by X represents the long-run desired increase
in the capital stock caused by given levels of output and relative
user cost. If the weights do not sum to unity, this means that
either too much or too little investment is being undertaken relative
to the desired long-run level. A glance at Tables 4.8 and 4.9 will
show that while the output weights sum to between 0.5 and 2.0 in most
industries, 12 industries in the 53-77 estimation and 17 industries
in the 53-85 estimation have a set of output weights that sum to a
value outside of this range.

In general, the fits achieved by this model were not very
impressive: 19 equations in the 53-77 estimation show values of R2 of
less than .6, and 10 of these industries show negative values of R263.
In the 53-85 estimation 30 industries show values of R? of less than
.6, but only 4 industries have negative values for R2. The plots in
Figures 4.7.a to 4.8.d also show that this model performs poorly in
overall fitting ability. The fits for the Mining (3) sector and the
Iron and Steel (19) sector are worse than with the Cobb-Douglas
model, and many of the fitted series have spikes and turning points
of their own, independent of the actual data. However, it is
striking how in some sectors, such as the Stone, Clay and Glass (18),

and Railroads (42), this model fits turning points better, even when

63In a number of the models that follow, negative values for R2
are possible because the 2equations are nonlinear, and subject to
constraints. A negative R means that a better fit would have been
obtained by naively using the mean of the data.
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Table 4.8

The CES Model - Version 1. Estimated 53 to 77.

sector Title SIGA " ] v w w s R-SQUARE  AAPE
1 Agriculture, Forestry, Fisher 0.1292 0.1022 0.1034 0.1107 0.0996 0.4160 -0.135
2 Crude Petroleum, Natural Gas 0.2091 0.3074 0.0195 0.2270 0.3867 0.9406 ~4.469
3 Nining 1.1189 -0.022¢ 0.0928  0.0%61 0.0612 0.0677  -0.260
4 Construction -0.2069 0.3418 0.67'S  0.1433  0.9220 2.0785 0.7%
$ Food, Tobacco -0.0192  0.4315  0.3846 0.2856 0.4747  1.5765 .17
6 Textiles 6.5229 -0.0130 -0.0059 -0.0044 -0.0177 -0.0410  -0.059
7 Knitting, Hosiery -0.0017  0,3840 0.2328 0.218  0.207% 1.0429 0.741
8 Apparel and Household Textile -0.0165 0.4250 0.3388 0.3%7 0.4840 1.6424 0.488
9 Paper 0.0172  0.1724  0.2684  0.1978  0.40866  1.0432 0.744
10 Printing -0.0145  0.4438 0.2560 0.3263 0.5028  1.5289 0.797
11 Agricultural fertilizers 0.1553 0.3232 0.2388 0.6516 1.0480 2.2610 0.851
12 Other Chemicals 0.0716  0.1413  0.1929  0.1397 0.3307  0.8045 0.864
13 Petroleus Refining and Fuel 0.3278  0.223% 0.2027 0.2179 0.1306 0.7742 0.293
14 Rubber ond Plastics 0.0002 0.2035 0.1698 0.1463 0.2022 0.7218 0.870
15 Footwear and Leather 6.1984 -0.0063 -0.0013- -0.0054 -0.0091 -0.0221 -0.672
16 Lumber -0.0082 0.4062 0.2480 0.3773  0.4776  1.500M 0.75
17 Furniture © -0.0023 0.1968 0.1859 0.1656 0.1693 0.7176 0.632
18 Stone, Clay and Gless -0.0447  0.3721  0.389%  0.245  0.4208  1.4768 0.749
19 Iron and Steel 5.1897 -0.0228 0.0053 -0.0164 0.0128 -0.0211 -2.387
20 Won Ferrous Metsls -0.0293  0.1228 0.22¢8 0.1968  0.3860  0.930&% 0.380
21 Metal Products -0.0827  0.1359 0.2095 0.09%9 0.2217  0.6619 0.632
22 Engines and Turbines <0.0009 0.2967 0.3738 0.3770 0.2807  1.3283 0.919
23 Agricultural Machinery 0.0002 0.1117  0.0675 0.1206 0.1790  0.4879 0.651
25 Metalworking Machinery 0.0077  0.0206 0.1079 0.0282 0.1070 0.2636 -0.286
27 Special Industry Machinery 1.5736 -0.0290 0.0115 0.0168 -0.0278 -0.0285 «0.111
28 MWiscellsneous Non-Electrical  -0.0267 0.1939 0.2117 0.1478 0.2737 0.8272 0.707
29 Conputers 0.001 0.0921  0.1560 0.0916  0.1655  0.5052 0.633
30 Service Industry Machinery -0.0016 0.1331 0.2028 0.1825 0.18%  0.7078 0.563
31 Communications Machinery -0.0448 0.2283 0.1613 0.2247 0.14714 0.7614 0.648
32 Heavy Electrical Machinery -0.0072 0.1732 0.2174 0.1401 0.2545 0.7852 0.578
33 MHousehold Appliances 0.0021 0.1202 0.09%  0.1252 0.0839  0.4287 0.392
3% Electrical Lighting ond wirf -0.0052  0.2482 0.3163  0.315% 0.3237 1. 0.804
35 Radio, T.V. Phonographs -0.0005 0.1682 0.2517 0.2555 0.1625 0.8380 0.665
36 MNotor Vehicles -0.1813 0.1361 0. 0.1775 0.1295 0.6751 0.643
37 Aerospace -0.0120 0.1622 0.1180 0.0527 0.2032 0.5361 -0.161
38 Ships and Bosts -0.0011 0.8481 0.5512 0.9890 0.9908  3.37%2 0.798
39 Other Transportation Equipme 0.0003 0.3506 0.0907 0.3504 0.4266 1.2181 0.407
40 Instruments -0.0059 0.2087 0.1970 0,2184 0.1312 0.7552 0.855
41 Miscellansous Marufacturing  -0.0035  0.2581% 0.1384 0.2066 0.1653 0.773 0.473
42 Reilroads -0.033%4  0.1376 0.1983  0.1357 0.2049  0.6763 0.234
43 Air Trensport <0.0432  0.2433  0.2865 0.2054 -0.1112  0.6240 0.7461
44 Trucking snd Other Transport -0.0077  0.6262 0.6090 0.8639 0.5558  2.6549 0.944
45 Communications Services 0.1004 -0.0066 0.2208  0.5020 0.1277  0.8438 0.795
&6 Electric Utilities 0.0090 -0.0075 0.4025 0.1745  0.1956  0.7651 0.854
) 47 Ges, Wster and Sanitation 0.5653  0.2287 0.0527 0.1817 0.1208 0.5839  -0.491
48 Wholessle and Retail Trade -0.0841  0.4698  0.43NM 0.0579  0.1684 1.1532 0.941
49 Finance and Insurance -0.0080  0.60%  0.3591 0.5031 0.1196  1.5912 0.924
SO Real Estate -0.1958  0.46415  0.9%%81  0.9532 0.9778  3.3186 0.723
51 Hotels end repairs Minus Aut  -0.0304 0.2922 0.5193  0.5073 0.53% 1.8582 0.525
52 Business Services -0.0419  0.8068 0.4039 -0.0390 0.5769  1.7486 0.841
$3 Auto repsir -0.0478 0.3275 0.3685 0.1920 0.1348  1.0229 0.719
S4 Movies and Amusements 0.537% 0.229%¢ 0.2723 0.1936 0.1397  0.8350 0.725
55 Medical snd Educetional Serv  -0.0334  0.5145  0.3420 0.0340 -0.0243  1.0662 0.899
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Table 4.9

The CES Model - Versfon I. Estizmated 53 to 8S5.

-

Sector Title SIGW w0 w1 w” L] s R-SQUARE  AAPE SEE RHO
1 Agriculture, Forestry, Fisher 0.1638 0.1005  0.1191 0.1651 0.1213  0.5059 0.218 17.0530 1915.900 0.663
2 Crude Petroleum, Naturst Ges 0.3080 0.1628 0.3865 0.2152  0.3450 1.1095 0.125 32.4290 762.400 0.7%
3 Mining -0.0210  0.1185 0.1329 0.0922 0.0690  0.4126 0.098 22.5510 607.000 0.830
4 Construction -0.3861 0.4097  0.5107 0.4203 0.3372 1.6780 0.859 20.0600 1697.100 0.792
5 Food, Tobecco 0.0378  0.435¢ 0.3590  0.3311 0.3710  1.4965 0.79% 13.0400 423.900 0.601
6 Textiles 17.08% -0.0023 -0.0018  -0.001 -0.0023 -0.0074 ~0.293 20.7940  244.500 0.846
7 &knitting, Nosiery -0.0034  0.2880 0.2307  0.2441 0.2149  0.9778 0.624 34.5790  30.142 0.604
8 Apperel sand Household Textile  0.1191 0.3693  0.1851 0.1961 0.3101 1.0605 0.099 28.4910 177.900 0.704
9 Paper . -0.0217  0.1839  0.2958  0.3041 0.2422  1.0259 0.784 11.4110 372.200 0.19%
10 Printing - +0.0008 0.4019 0.2543  0.2001 0.3759 12322 0.871 13.0790 205.500 0.528
11 Agricultursl Fertilizers 0.2521 0.1331 0.4976  0.461% 0.7573 1.8491 0.715 36.2270 137.200 0.411
12 Other Chemicals -0.0731 0.1311 0.1688  0.1488  0.1807  0.60% 0.578 14.6900 718.000 0.453
13 Petroleum Refining and Fuel 1.1260 -0.0903  0.0854  0.1291 0.1845  0.3087 0.345 37.6190 S27.700 0.817
14 Rubber and Plastics 0.0366  0.1154  0.1357  0.0987 0.1081 0.4578 0.3%0 22.1020 298.000 0.764
15 Footwear and Lesther -0.0005 0.1145 0.1175  0.1321 0.1317  0.4959 0.032 23.8060 32.57 0.763
16 Lumber -0.0230 0.2724 0.2349 0.3258 0.3819  1.2150 0.643 21.1120 205.900 0.420
17 Furniture -0.0015 0.1628 0.1477 0.1264 0.1027  0.53% 0.602 14.7790  52.914 0.562
18 Stone, Clay and Glass -0.0667 0.1887 0.2072  0.182%é  0.2612  0.8395 0.435 22.0670 303.400 0.630
19 lron and Steel 1.0378 -0.0173  0.0076 0.0292 0.0309  0.0504 -1.623 24.0390 813.100 0.842
20 Non Ferrous Metals -0.0622 0.1102 0.1336 0.1628 0.1837  0.5902 0.159  26.1650 286.600 0.763
21 Metal Products -0.0843  0.1298  0.16%1  0.1222 0.1653  0.5784 0.502 13.2870 322.200 0.490
22 Ergines and Turbines -0.0007 0.0473  0.1250 0.0410 0.0886  0.3019 0.348 34.8540 %%.829 0.872
23 Agricultural Machinery -0.0002 0.0129  0.0613 0.1288  0.1301 0.3334 0.555 21.2240  46.388 0.649
25 Metalworking Machinary 0.0015  0.0440 0.0753 0.0542 0.0743  0.2480 -0.223 19.4510 125.500 0.779
27 Special industry Machinery 0.0268 0.0233 0.0322 0.0550 -0.0126  0.0979 -0.003 15.9710  42.058 0.735
28 Miscellaneous Non-Electrical -0.0272 0.0312  0.9755 -0.0200 0.2170  0.4037 0.305 28.8190 333.700 0.833
29 Conputers 0.4571 0.1309 0.4074 0.1736 0.3206 1.0326 0.933 26.9790 173.100 0.660
30 Service Industry Machinery -0.0003  0.0865 0.1164  0.1052 0.1123  0.4204 0.362 25.3980 62.725 0.683
31 Commnications Machinery 0.1473  0.1468  0.3042 -0.0024 0.2909 0.739% 0.777 31.7890 443.200 0.722
32 Heavy Electrical Machinery -0.0058 0.1079  0.1953  0.0449 0.1928  0.5409 0.365 21.6450 130.200 0.729
33 Household Appliances 0.0046  0.0886 0.0840  0.0531 0.0610  0.2867 0.140 27.2520 51.3&9 0.723
34 Electricel Lighting and wiri  -0.0081 0.1402  0.167%4  0.1068  0.1675  0.5819 0.565 18.7030 100.300 0.682
35 Redio, V.V. Phonographs -0.0008  0.1355 0.1589  0.1211 0.1290  0.5445 0.640 27.1190  31.586 0.655
36 Motor Vehicles 2194.6499  -0.0001 -0.0001 -0.0000 -0.0001 -0.0004 0.567 26.7110 668.400 0.303
37 Aerospace «0.0062  0.2200 0.1309 0.0578 0.2446  0.6533 0.202 38.1870 283.100 0.747
38 ships and Boats 0.0012 0.5753  0.4925 0.4560 0.5170  2.0508 0.563 43.9370 T72.516 0.591
39 Other Transportation Equipme 7251.8701 -0.0001 -0.0000 -0.0000 -0.0007 -0.000% 0.508 37.8800 50.613 0.813
40 instruments -0.0047  0.1885 0.1955 0.0476  0.2344  0.6659 0.734 18.7790  142.200 0.655
41 MWiscellaneous Manufacturing -0.0039  0.2207 0.1104 0.0718  0.1603  0.5631 0.171  17.6430  77.476 0.408
42 Reilroads -0.0848  0.2101 0.2165  0.2253  0.1698  0.8217 0.526 26.9850 1018.300 0.564
43 Air Transport -0.1248  0.0426  0.2458  0.0671 0.1510  0.5063 0.717  21.8600 1085. 0.625
&4 Trucking end Other Transport -0.1839  0.5858 0.2893  0.3659 0.4966 1.7377 0.823 18.8710 1169.400 0.53
45 Communications Services 0.3334 0.2389 0.1%9 0.2972 0.1982  0.9292 0.922 12.3490 1424.800 0.787
46 Electric Utilities 0.0466  0.1942 0.4346  0.3282 -0.1469  0.8100 0.684 18.4200 1241.700 0.400
47 Gas, Water and Sanitation 0.9068  0.2005 0.0716  0.2341 0.2737  0.7800 0.131  45.8720 1113.400 0.819
48 Uholesale and Retail Trade -0.0228  0.9124  0.2541 0.1511 0.1927  1.5102 0.915  14.1130 2653. 0.701
49 Finance and Insursnce 0.2076  0.6039  0.0919 1.0047  0.1093 1.8189 0.947 17.7370  642.000 0.5N
50 Real Estate ~0.4041 0.5976  0.6990 0.7642  0.9011 2.9619 0.808 36.6120 1301.600 0.582
$1 Hotels and repeirs Minus Aut  0.1053  0.4835 0.3744  0.2185  0.4387  1.5151 0.572 21.1320 $10.600 0.811
52 Business Services 0.2087  0.738% 0.3818  0.0343  0.4034 1.5580 0.965 21.4210 S43. 0.680
$3  Auto repair <0.0602  0.4917  0.2588  0.1410  0.0789  0.9705 0.874 .9300 $57.500 0.527
5S4 Movies and Amusements 0.5181 0.1367  0.1710 0.1 0.2461 0.7336 0.809 18.7360 205. 0.845
S5 Medical end Educationel Serv  0.0683  0.5719  0.5845 -0.019%9  0.0487  1.1851 0.922 13.5190 852.800 0.709
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the regression has a lower Ra.

Some of the blame for the rather poor fits can be attributed to
the soft constraints. Since the constraints were not even very
successful at achieving reasonable results, this model should
probably be abandoned as a sensible forecasting tool. However, this

model will still be included for simulation testing in Chapter V.

5. CES Model II

This model is a cousin of the previous model, since it too is
derived assuming a CES production function. However, investment
responds to output and price changes with a different lag structure.
The model expresses net investment as a function of the lagged
capital stock, the lagged capital stock times a distributed lag on
proportionate changes in output, and lagged capital stock times a
distributed lag on proportionate changes in the relative user cost of

capital. The estimated equation is reproduced below:

3 3
(5.1) N =akK +K YTw B 7K Y o Ac

where all symbols are as in the previous model. The lag weights w, on
output are expected to be positive. The lag weights o on the
relative user cost of capital are also expected to be positive. The
sum of these 1lag weights can be interpreted as the 1long run

elasticity of substitution ¢. Since this is a net investment model,
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the coefficient on capital stock does not relate to replacement
investment, but rather to the effect of existing capital stock on new
investment. Its sign could 1logically be either positive or
negative. The wi’s were constrained to lie along a second degree Almon
polynomial.64 A version of this model was also tried where the sum of
the w&'s was softly constrained to unity, but this version yielded
extremely poor fits.

Tables 4.10.a to 4.11.b show the parameter estimates and
regression statistics for both sets of estimations. The column
labeled STOCK contains the coefficient a of the lagged capital stock.
The columns labeled QDOT thru QDOT{3], show the estimates of the
weights w,, on the changes in output, and the column labeled SUMQ
shows the sum of these weights. Similarly, the columns RDOT thru
RDOT[3] show the corresponding weights o, on the real cost of
capital, and SUMR shows the sum of these weights, which 1is the
estimate of the long run o.

The estimates of the lagged capital stock coefficient a in both
estimation periods are positive, except for S5 industries in the 53-77
estimation, and for 2 industries in the 53-85 estimation. One reason
this coefficient may be positive is that the term is picking up trend
effects, since the capital stock also follows a smooth trend.
Another possible reason could be "measurement error" in the

replacement investment estimates used to create the net investment

64This model was estimated as in footnote 2.
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series. For example, if the estimate for replacement investment
(depreciation) were too low, then both the estimate of capital stock
and of net investment would be higher for that period, and conversely
if the estimate of replacement investment is too high. This
measurement error alone would yield a positive correlation between
capital stock and net investment. At any rate, capital stock seems to
have a positive effect on net investment in most industries, but the
interpretation of this coefficient is ambiguous.

The sum of the output coefficients should be positive, since
this quantity is the long-run proportional increase in net investment
brought about by given proportional increase in output, or the demand
for capacity. For the most part, this condition is satisfied, except
for 6 industries in the 53 to 77 estimation, and 3 industries in the
53 to 85 estimation. The estimates for o (fo ) are also expected to
be positive. However, 27 industries in the 53-77 estimation and 15
industries in the 53-85 estimation have negative estimates of o.
Almon and Barbera (1980) obtained no negative values for ¢. However,
like Reimbold, they used a quadratic programming technique, and
constrained the estimate of o to be greater than or equal to zero.
Out of a total of 87 industries, they obtained an estimate of zero
for o in 32 cases, which means that ¢ would have been negative
without the constraint applied. Either a negative value of ¢ or of
the sum of the output weights will result in perverse simulation
properties.

Of all the parameters estimated in this model, the coefficient

197



on the capital stock appears to be the most stable. Both the values
of SUMQ and SUMR (o) are quite different between the two estimation
periods. Furthermore, the estimated values of ¢ are very different
in the two CES versions.

The quality of the fits for this model appears to be slightly
better than that of the first CES model. Fourteen industries in the
53-77 estimation and 12 industries in the 53-85 estimation period
have R°s less than 0.6. Only 5 industries in each estimation have
negative values for R®. Figures 4.9.a to 4.10.d show plots of
regression fits for both estimation sets. The impression that this
model fits better than the first CES model suggested by a simple
counting of st is strengthened by these regression plots. For most
sectors, CES model II is better than CES model I at picking up
turning points, and in general quality of fit. A notable exception,
however, is Mining (3), where the model has almost no explanatory

power.
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C@WNOWVIUWN -

The CES model -
Sector Title $T0CK
Agriculture, Forestry, Fisher 0.01%1
Crude Petroleum, Natural Gas 0.0196
Nining 0.0153
Construction 0.0494
Food, Tobacco 0.0435
Textiles 0.0118
Kknitting, Hosiery 0.0355
Apparel and Nousehold Textile 0.0177
Paper 0.0324
Printing 0.031%
Agricultural Fertilizers 0.0661
Other Chemicals 0.0096
Petroleum Refining and Fuel -0.0150
Rubber and Plastics ! .0178
Footwear and Lesther 0.0168
Lumber 0.039%
Furniture 0.0235
Stone, Clay snd Glass 0.0266
1ron and Steel 0.0223
Non Ferrous Metals 0.035%
Hetal Products 0.015¢9
Engines and Turbines 0.0414
Agricultural Machinery 0.0284
Ketalworking Machinery 0.0097
Special Industry Machinery 0.0036
Miscellaneous Non-Electrical 0.0281
Computers 0.0197
Service Industry Machinery 0.0168
Communications Machinery 0.0249
Heavy Electrical Machinery 0.0183
Household Appliances -0.0142
Electrical Lighting and wirf 0.0228
Radio, T.V. Phonographs 0.0632
Motor Vehicles 0.0019
Aerospace 0.0298
Ships and Boats 0.1798
Other Transportation Equipme 0.1026
Instruments 0.0246
Miscel laneous Manufacturing 0.0264
Railroads 0.0144
Air Transport -0.0373
Trucking and Other Transport 0.0139
Communications Services -0.0004
Electric Utilities -0.0177
Gas, Water and Sanitetion 0.0406
Wholesale and Retail Trade 0.0149
Finance and lnsurance 0.0124
Real Estate 0.0677
Hotels end repairs Minus Aut 0.0267
Business Services 0.0110
Auto repair 0.0131
Movies and Amusements 0.0475
Medical and Educational Serv 0.0114

Table 4.10.a

Version 11.
anot OoTI1)
0.0257 -0.01%9
0.1620 -0.0205
-0.0841 -0.0215
0.2402 0.2331
-0.0058 -0.0890
0.0915 0.1057
0.1006  0,0899
0.1376  0.1558
0.0661 0.05611
0.1177  0.0986
-0.0215 0.0
0.1515  0.1288
0.1415  0.1053
0.1390  0.0907
0.0058  0.0159
0.0421 0.0911
0.0489  0.0791
0.94611 0.1793
-0.0104 0.0061
0.0064 0.0400
0.0968  0.1037
0.0764  0.1019
0.0260  0.0208
0.03%%  0.0639
0.0099  0.0287
0.0907  0.0648
0.0777  0.0707
0.079¢  0.1056
0.0616  0.1166
0.1010 0.0904
0.1278  0.1135
0.1261 0.1692
0.021 0.0276
0.0781 0.1595
0.22904  0.0929
0.052 -0.0032
0.0104  0.00%
0.0583  0.1203
0.0640  0.0380
0.0784  0.1068
0.3826  0.3853
0.3654  0.4681
0.2167  0.2257
0.0640  0.5235
-0.0241 -0.1208
0.4962  0.2348
0.2741 0.1878
-0.1103  0.1560
-0.1065  0.3156
0.6513  0.6305
B 0.2354
<0.0144  0.0230
o 0.3662

QOoT (2]
-0.0215
0.0835
-0.0018
0.1227
-0.0589

0.0838

199

Estimated 53 to 77.

QooT (3)

.0877



CONOVEWUN -

ELREGRERLEIRYRURURLEYBNRUNENS

BRUR2ES

The CES model - Version II.

Sector Title

Agriculture, Forestry, Fisher
Crude Petroleum, Natural Gas
Mining
Comatruction

Food, Tabacco
Textiles
Knitting, Hosiery
Apparel and Household Textile
Paper

Printing

Agriculturst Fertilizers
Other Chemicals

Petroleum Refining and Fuet
Rubber and Plastics

Footwear snd Lesther

Lumber

Furniture

Stone, Clay and Glass

Iron and Steel

Non Ferrous Metals

Netal Products

Engines and Turbines
Agricultursl Machinery
NWetalworking Machinery
Special Industry Mechinery
Niscellaneous Non-Electricsl
Camputers

Service Industry Machinery
Communications Machinery
feavy Electrical Machinery
fousehold Appliances
Electricat Lighting and wiri
Redio, T.V. Phonographs
Motor Vehicles

Aerospace

Ships and Boats

Other Transportation Equipme
Instruments

Niscel loneocus Manufacturing
Railroads

Air Trensport

Trucking and Other Transport
Communications Services
Electric Utilities

Geg, Water and Ssnitation
Wholesale and Retail Trade
Finance and Insurance

Real Estate

Hotels and repairs Minus Aut
Business Services

Auto repair

Movies and Amusements
Medical and Educationsl Serv

RDOT

Table 4.10.b
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Table 4.11.a

Estimeted 53 to 85.

The CES model - version 11.
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Table 4.11.b

The CES model - Version 11. Estimated 53 to 85.

Sector Title K007 ROOTI1} ROOT[2) WOOT(S) SR R-SQUARE AAPE SEE

1 Agriculture, Forestry, Fisher 0.0459  0.0210  0.0282 0.0596  0.1517  -0.311  24.2720 2479.800
2 Crude Petroleum, Natural Gas 0.0625 0.0936 0.1059 0.0560 0.3180 -0.036 31.6390 829.600
3 Wining =0.0419 0.0473 0.03%  0.079% 0.1205 0.190 23.7380 575.400
4 Construction -0.0045 -0.0825 -0.0709 0.2130  0.0551 0.861 17.1740 1684.600
S Food, Tobecco 0.0417  -0.0021 0.0619  0.0659  0.1474 0.783 11.7480 435.700
6 Textiles 0.0266 0.0089 0.0338 0.0202 0.0895 0.163 18.2370 196.700
7 Knitting, Nosiery 0.0132 -0.0007 -0.0227 -0.0236 -0.0337 0.633 47.6010 49.548
8 Apporel and Nousehold Textile  0.1060 -0.0390 -0.0018 0.0126 0.0777 0,102 31.3180 177.600
9 Paper -0.0342 0.0415  0.0203 0.0590  0.0867 0.866 11.1490 293.200
10 Printing -0.0201 0.0066 0.035%  0.0102 0.0327 0.9%8  8.4240 130.100
11 Agricultural Fertilizers 0.1892 0.1757  0.1975 0.2119 0.7735 0.429 45.0970 194.300
12 Other Cheaicals -0.0255 -0.0046 -0.0088  0.0811 0.0222 0.769 11.9690 531.000
13 Petroleum Refining and Fuel -0.0243 0.0426 0.0702 0.0641 0.1526 0.711  38.4980 350.700
14 Rubber and Plastics -0.0067  0.0434 0.0122  0.1653  0.2142 0.130 19.1380 355.900
15 Footwear and Lesther -0.0037  0.0231 0.0039 -0.0065 0.0168 0.021 27.1180 32.763
16 Lusber 0.0704 -0.0125 -0.030% 0.1317  0.1591 0.643 18.9030 212.000
17 Furniture -0.0133 -0.0070 0.0114 0.0467 0.0378 0.673 15.240 47.970
18 Stone, Cley and Glass 0.0110 -0.0328 -0.0657 -0.0889 -0.1764 0.661 15.7870 235.000
19 Iron and Steel -0.0102 0.0022 0.0060 0.0090  0.0871 -0.688 .0850 652.300
20 Non Ferrous Metals -0.0190 0.0349  0.0442 0.0237  0.0838 0.641 16.2370 187.300
21 Metel Products -0.0084 -0.0526 -0.0454 -0.0253 -0.1317 0.540 13.1830 309.600
2 Engines and Turbines -0.0139 -0.0080 0.0130 -0.0192 -0.0281 0.807 20.0410 51.629
23 Agricultursl Rachinery 0.0176 -0.0087 -0.0088 0.0033  0.0033 0.809 16.1350  30.4%5
25 MNetalworking Machinery -0.0143 0.0170  0.024% -0.020% 0.0063 -0.082 19.0790 118.000
27 special Industry Machinery -0.0325 -0.0117 -0.0199 -0.0012 -0.0653 <0.002 15.6190  42.035
28 Niscellaneous Non-Electrical -0.0350 -0.0501 -0.0425 -0.0445 -0.1722 0.928 7.7800 107.300
29 Computers 0.0634  0.1653  0.1918 -0.0627 0.3578 0.933 25.7030 172.800
30 Service Industry Rachinery 0.0046 -0.0051 -0.0134 -0.0254 -0.0393 0.492 B.740  S5.979
31 Communicetions Machinery 0.0233  0.1654 0.1438 -0.0654  0.2671 0.635 27.9740 398.600
32 Heavy Electrical Machinery -0.0330 -0.0352 0.0020 -0.0203 -0.0365 0.739 16.4020 83.484
33 Household Appliances -0.0097 0.0032 -0.0048 -0.0125 -0.0238 0.114  26.6150 52.149
34 Electrical Lighting and wirf -0.0342 -0.0274 0.0082 -0.0115 -0.0649 0.712 17.3780  B81.595
35 Redio, T.V. Phonographs 0.0194 0.0083  0.1527 .0082  0.1886 0.553 31.8210 35.189
36 Motor Vehicles -0.0609 -0.0269 -0.1024 -0.3050 -0.4952 0.066 34.6360 981.400
37 Aercspece 0.0544 0.0952 0.0876 0.0444  0.2816 0.504 33.9990 223.100
38 ships and Boats 0.1384 0.0050 0.0313  0.4774 0.7020 0.604 40.7720  68.981
39 Other Transportation Equipme  0.2067 0.9171 0.2497  0.1309  0.7044 0.783 50.9320 33.616
40 Instruments -0.0292 -0.0044 0.0%S -0.0232 0.0377 0.817 14.6620 117.900
41 Niscelloneous Manufacturing -0.0222 -0.0189 -0.017% 0.0367 -0.0220 0.290 17.58%0 71.685
42 Reflroeds 0.0228 -0.0085 0.0087 0.0232  0.0462 0.629 27.0000 901.800
43 Afr Trensport 0.0003 -0.05%% -0.0190 -0.0361 -0.1062 0.79 21.0310 919.900
44 Trucking and Other Transport 0.0337 0.1318 -0.0136 0.0924 0.2443 0.929 15.3330 741.300
45 Communications Services 0.0023 0.0191 0.0483 -0.0104  0.05% 0.961  11.0210 1239.800
46 Electric Utilities 0.0274 0.0225 -0.019% 0.0553  0.0852 0.802 16.7790 984.

47 Gas, Woter and Sanitation 0.0760 -0.0998 0.0347 0.0918  0.1828 0.655 32.7790 701.600
48 wholesale end Retail Trade -0.0255 0.0268 0.0330 -0.0059 0.0284 0.971  12.0520 1556.600
49 Finence and Insurance 0.0820 0.0508 0.2232 -0.0219  0.3350 0.908 16.7770 842.500
50 Resl Estote -0.0306 0.0200 -0.1092 -0.2195 -0.33% 0.890 30.6610 985.400
51 MNotels and repeirs Minus Aut 0.1159  o0.120 0.0433  -0.0215 0.2597 0.574 19.1500 509.000
52 Business Services 0.1047 0.1482 -0.0005 -0.199%  0.0528 0.919 22.5220 825.900
$3  Auto repair -0.0914 0.0551 0.0219  0.0553  0.0409 0.89¢ 18.2030 512.100
54 Movies and Amusements 0.0291 0.0676 0.0687 0.0709  0.24bd 0.826 11.0200 196.400
S5 Medical and Educational Serv  0.0428 -0.0031 0.0098 -0.0767 -0.0272 0.927 13.3580 824.200
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6. The Generalized Leontief Putty-Putty Model

This model is fully described in Chapter III, section 6, so
equations will be reproduced here merely for convenience. The model
was estimated as a joint system of factor demands for net investment,
labor and energy. The system was subject to cross-equation
constraints and to both equality and inequality constraints. These
constraints will be discussed below. The final set of equations that

were estimated is reproduced here as (6.1}, (6.2) and (6.3).

A ttAgt, 123 x
(6.1) N =e { I by, (PP, T v, AQH}

3
K 1/2 172
* Qt. g Vi { bKLA(PL/PK)t-i * bKEA(PE/PK)t—i} ]

3
_ L 172 L
(6.2) Lt = e { E bLm(Pm/PL)t } i§owi Qt-i

-at 3
E 1/2 E
(6.3) Et e { E bEm(Pm/PE)t } i§ w. Q

where m = E,K,L

The constraints that were applied during the estimation of this system

are as follows:65

65This system was estimated with a quadratic programming
algorithm developed at INFORUM. The algorithm estimates a system of
equations as one quadratic objective function subject to linear
inequality constraints. In order to impose an equality constraint,
two inequality constraints are applied; one from each side.
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(6.4) Ewi=1 Lvi=1 Tw =1 Lw =1
(6.5) w: zw = w;; w: =0, 1=0..3, Jj=KLE;
(6.6) b_+b =0, b +b_=20; b _+b_=z0

(6.7) -.005 s -a +a_=< .005 a =< .03; -a +a_ = .07
K1 k2

The constraints (6.4) were applied to ensure that a one-to-one
relationship exists between an increase in desired capital stock and
the eventual increase in investment that this brings about. The
constraints (6.5) were applied to force the lag pattern in the w's to
decay smoothly, and to be nonnegative. The constraints on the b’s,
(6.6), was applied to force own price elasticities to be nonpositive.

The constraints (6.7) require a word of explanation. The
reason for a second time trend in the investment and labor equations
is that for many industries there is an abrupt change in the rate of
growth of the capital-output and labor-output ratios, starting about
1970. This was the period of the much-debated slowdown in the rate
of productivity growth. The use of two time trends in these
equations serves both to improve the fit of the equation, and to
provide a forecast more consistent with recent experience. The
trends are constrained for two reasons. With unconstrained trend
terms, the estimates for many industries do not converge, and the
trend coefficients become unacceptably large as the number iterations
increases. The trend terms were also constrained for somewhat ad hoc

reasons. In some industries, the estimated trend term was so large
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that the equation gave unreasonable forecasts once it was inserted
into the model. In these cases, most of the movement was exponential
trend, with only a small role left for output or relative prices.
Although the imposition of this sort of constraint may seem
unacceptable at first, it was necessary in order to achieve an
equation that can give reasonable results in a model.

After estimating and testing various versions of the investment
equation from this system, an egregious problem with its forecasting
properties was observed: investment did not tend to grow at a rate
commensurate with output, even though it may have done so in the
historical data. Examining the estimated net investment equation and
the theory behind it in closer detail revealed the problem. From
Chapter II, equation (4.28), one can see that the optimal
capital-output ratio is equal to:

. e N T
(6.8) (K/Q) = e f(P)

where £(P) = L b (P /P )% m=EK,L
m

However, the estimation of the system (6.1)-(6.3) did not yield
estimates of (K/Q)‘ that were even close to the actual level of
(K/Q). The corresponding formulas for (L/Q)' and (E/Q)* also did not
yield estimates close to the actual values. For this reason, the
"desired" capital-output ratio that the investment equation was
tending towardswas not in line with historical experience or common
sense. To solve this problem, I estimated the system in two stages.

In the first stage, the following system (6.9)-(6.11) was estimated:
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_ax1t1+ax2ta 172
(6.9) K/Q = e {E me(Pm/PK) }

-aL1t1+aL2t2 1/2
(6.10) L/Q e {E bLm(Pm/PL) }

-a_t
E 1 172
(6.11) E/Q e {E bEm(Pm/PE) }

where m = E,K, L

The estimates from this first stage determined the trends and the
price elasticities, based on the histories of the capital-output,
labor-output and energy-output ratios. In the second stage of the
estimation, these parameters were 1inserted into the system
(6.1)-(6.3) as constants, and the distributed lag parameters were
estimated. This technique yielded much more satisfactory simulation
results. Of course, the estimates of price elasticities and time
trends obtained were different from the one-stage estimation. The
two-stage technique probably yields long-run elasticity estimates,
since the capital-output ratio is changing slowly over time.

An intercept term was added to the net investment equation in
order to improve the fitting ability of this equation, which often
had negative values for R2 for many industries. This intercept term
also improved the forecasting performance of the investment equation.

Tables 4.12.a to 4.13.b show the estimated parameters for the
Generalized Leontief putty-putty model for both the 53-77 estimation
period and for the 53-85 estimation period. Note that only the

parameters relevant to the investment equations have been included in
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these tables. The column labeled INTCP expresses the intercept term
of the investment equation, divided by 1000. The three Generalized
Leontief bij parameters are displayed next, followed by the two time
trends, a, and a, The distributed lag weights Weo to Wea and Veo

to Vey are next, followed by the regression statistics R2, AAPE, SEE
and RHO.

The R%s for many industries are low, and sometimes negative,
due to the fact that this is a non-linear model with many equality
and inequality constraints. In fact, in the 53 to 77 estimation, 28
industry regressions have R? < .6, and 9 of these are negative.
Similarly, in the 53 to 85 estimation, 28 industry regressions have
R® < .6, and 12 are negative. The estimation plots included as
Figures 4.11.a to 4.12.d bear out the impression that is gained from
looking at R%s. In sectors such as Agriculture (1), Mining (3), Iron
and Steel (19), and Communications Machinery (31), the fitted values
seem to have more extreme movements than the actual values, a sign of
negative st. This is due primarily to the exact equality contraints
on the change in output and change in price distributed lag weights.66

The constraints on the sums of the w’s and the v’s of course
hold exactly. The .pattern of the w’s is smooth for the most part,

with most industries showing a humped lag distribution. However, the

pattern of 1lag on the v’'’s is much more irregular, with many

66Relaxing these constraints somewhat gave better fits, but a
less-reasonable forecasting model, in which capital-output ratios
tended to "drift" rapidly.
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coefficients taking zero values. The constraints on the time trends
were binding for every industry and for both estimation periods. In
other words, the equations did not explain the observed movement in
capital-output ratios by relative price movements alone for most
industries. In all but 14 industries in the 53 to 77 estimation, a.,
is positive, and a ., is zero in 36 industries, negative in 3
industries, and positive in the rest. In the 53 to 85 estimation,
the trend parameters follow a similar pattern, with a, positve in
all but 13 industries, and aK2 zero in 40 industries, negative in 3
industries, and positive in the rest. This means that in most
industries, capital-output ratios have been falling, on average,
through the entire estimation period. In roughly a quarter of the
industries (those with positive axz)’ that trend has reversed
somewhat since around 1970. Note that the intercept term displayed
is the actual intercept term divided by 1000.67 The values of the b
parameters are important for determining price elasticities, and
these will be examined next.

The own- and cross-price elasticities are expressed in terms of
the b parameters, factor shares and relative factor prices. For the

capital demand equation, the relevant price elasticity formulas are

derived from (6.9) to yield the following:

67This was done to keep the estimated parameters at roughly the

same magnitude, which prevents the contours of the optimization
function from becoming too enlongated. This enhances the speed of
convergence to the solution.
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J10 . 12
(6.12) EKL = 3% f£(t) bKL(PL/PK)
1 .
(6.13) EKE = 3K f(t) bKE(PE/PK)
L1 . 172 172
(6.14) E_=-2L.r() [bKL(PL/PK) + b _(P/P) ]
or: E =-(E_ +E )
KK KL KE
-a t+a t

where f(t) = e k11 k22

In other words, the sum of the three price elasticities for capital
must sum to zero. Since the own-price elasticity of capital is
constrained to be non-positive, this requires capital to be a
complement to one of the other factors, and a substitute to the
other.

Tables 4.14 and 4.15 give estimates of the elasticities of
capital with respect to the own price, the price of labor, and the
energy price, for the 53-77 and the 53-85 estimation periods. Note
that because of the two-stage estimation procedure used, these
elasticities are applicable to both the putty-putty and the

68

putty-clay models.

The own price elasticity of capital 1is for the most part

68These elasticity estimates are given for the most recent year

of the estimation. Although this value 1is not necessarily
representative of the entire period of the estimation, it yields an
idea of what to expect of the equations’ behavior in the first few
years of a forecast. The elasticities are the same for both models,
because the elasticity formulas consist of the b parameters along with
fitted cost shares, which are all estimated in the first stage of
estimation in which both models are identical.
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negative in both sets of estimations, although 13 industries in the
53-77 estimation and 15 industries in the 53-85 estimation needed to
be constrained to be zero. Seven of these industries needed to be
constrained in both sets of estimations. (Among these are Iron and
Steel (19), Motor Vehicles (36), Communications Services (45), and
Business Services (52).)

The cross-price elasticities between factors have not been
constrained to any particular sign in this model. As to whether
capital and energy are substitutes or complements, the models yield
mixed results: In the 53-77 estimation period, 23 industries show
capital and energy as complements; in the 53-85 period, only 16
industries show complementarity. In any case, the elasticities are
small. Only seven industries have energy-capital cross-price
elasticities greater than 0.1 in absolute value in both periods.

Capital and labor also appear to be substitutes in most
industries, with the capital-labor elasticity taking a negative sign
in only 7 industries in the 53-77 estimation, and 17 industries in
the 53-85 estimation. The capital-labor elasticities tend to be
larger in absolute value than the capital-energy elasticities, and
noticeably so in the 53-77 period. Recalling equations (6.12) to
(6.14), however, it can be seen that the own- and cross-price
elasticities for capital in any given industry must sum to zero, so
that the higher capital-labor cross-price elasticities in the 53-77
period are directly related to the finding of high own-price

elasticities for capital in this period.
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Table 4.13.a

General{zed Leontief putty-putty investment equation. Estimated 53 to 85.

Sector Title INTCP bIxK] bixL) bIKE) [1eq}] olX2) (K0} wiKk1)

................... essesssessencs Sseseses Ssseemms emsmesss smemsewe Sescenss sessewse osmscsss cocsrecs

u{K2)
1 Agriculture, Forestry, Fisher -0.7078 1.1535 0.0262 -0.01%% 0.0050 0.0000 0.2733 0.3222 0.3222
2 Crude Petroleum, Natural Gas 0.4930 0.2239 0.0249 -0.0176 0.0050 0.0000 0.4849 0.2576 0.2576
3 Mining 0.1214 0.8868 -0.0080 0.0221 0.0050 0.0050 0.2810 0.3391 0.3162
4 Construction 1,793 0.4604  0.0001 0.0183 -0.0050  0.0000  0.1884 0.4015  0.3953
5 Food, Tobacco 0.3511 0.1328 -0.0008 0.0017 -0.0050 -0.0050 0.3704 0.3648 0.2137
6 Textiles 0.0342 0.3018 0.0007 0.0202 0.0050 0.0000 0.309¢  0.3041 0.2748
7 Knitting, Mosiery 0.0109 0.0156 0.013¢ 0.0753 0.0050 0.0000 0.4494 0.2468 0.2468
8 Apperel and Mousehold Textile 0.0266 0.0979 0.0007 0.0082 0.0050 0.0000 0.4357 0.2 0.2
9 Paper 0.3138 0.4963  -0.0044 0.0104 0.0032 0.0050 0.1316 0.3454 0.3038
10 Printing 0.1883  0.2337 -0.0040 0.0093 -0.0028 0.0022 0.3742  0.2667  0.2667
11 Agricultursl Fertilizers 0.0684  0.1979  0.0385 -0.0533 -0.0050 0.0000  0.0074 0.3309  0.3309
12 Other Chemicals -0.0590  0.4%03  0.0056 0.0138  0.0050 0.0000  0,2444 0.2519  0.2519
13 Petroleum Refining and Fuel 0.2499 0.0722 0.0045 0.0138  0.0050 0.0000 0.3030 0.2323 0.2323
14 Rubber and Plastics -0.1459  0.3599  0.0278 -0.0003  0.0050 L0000  0.3125 0.291%  0.2914
15 Footwesr and Leather 0.0116 0.1491  -0.0035 0.0059 -0.0035 0.0015 0.3376 0.2824 0.2824
16 Lumber 0.1372 0.2088 -0.0073  0.0138 -0.0037 -0.0050 0.2182 0.3016 0.3016
17 Furniture 0.0004 0.2019 -0.0018 0.0090 -0.0050 0.0000 ©.3260 0.27%  0.27%
18 Stone, Clay and Glass 0.2408 0.3281 -0.0025 0.0271 0.0033 0.0050 0.3004 0.2876 0.2876
19 lron and Steel 0.7130  0.4413 -0.0224 0.0580 0.0050 0.0050 0.2810  0.3052  0.2414
20 Non Ferrous Metals 0.2015  0.2151 -0.0023 0.0316 0.0050 0.0000 0.1866 0.2752  0.2752
21 mMetal Products 0.1309 0.1785  0.0009 0.0359 0.0050 0.0000 0.2704  0.3354  0.3354
22 Engines and Turbines 0.0630 0.1839 0.0008 0.0021 0.0050 0.0000 0.3484 0.3258 0.3258
23 Agricultural Machinery 0.0215 0.1422 0.0047 0.0182 0.0050 0.0000 0.2528 0.3601 0.3601
25 Metalworking Machinery 0.0322 0.2602 0.0138  0.0121 0.0050 0.0000 0.3056 0.3345  0.3345
27 Specisl Industry Machinery -0.0141 0.1697 0.0325 0.0285 0.0050 0.0000 0.3498 0.3036 0.3036
28 Miscellaneous Non-Electrical 0.2156 0.2383 -0.0025 0.0123 0.0050 0.0000 0.3115  0.2558  0.2558
29 Computers -0.1451 o.177 0.0600 -0.0045 0.0050 0.0000 0.1538 0.4231 0.4231
30 Service Industry Machinery -0.0111 o0.1021 0.0170 0.0497 0.0050 0.0000 0.322¢ 0.3177 0.3177
31 Commnications Machinery -0.1595  0.3888  0.0167 0.004%  0.0050 0.0000  0.3021 0.3463  0.3463
32 Hesvy Electricel Machinery 0.0682 0.2657 -0.0041 0.0078 0.0050 0.0000 0.3326 0.2681 0.2681
33 Household Applisnces -0.0391 0.0205 0.0562 0.0198 0.0050 0.0000 0.2921 0.3190 0.3190
34 Electrical Lighting and wiri 0.0586 ¢.2710 -0.0038 0.0102 0.0050 0.0000 0.2804 0.3052 0.3052
35 Radio, T.V. Phonographs -0.0052 0.2663  -0.0065 0.0119 0.0050 0.0000 0.2807 0.2826 0.2573
36 Motor Vehicles 0.4970 0.2397 -0.0035 0.0083 0.0050 0.0000 0.2816 0.3647 0.3438
37 Aercspace 0.1205 0.1426 -0.0010 0.0042 0.0050 0.0050 0.3548 0.3151 0.3151
38 Ships and Boats 0.0485 0.0658 0.0026 0.0139  -0.0050 0.0000 0.3762 0.2910 0.2910
39 Other Transportation Equipme 0.0460 0.0271 0.0018 0.0267 0.0050 0.0000 0.5131 0.2103 0.2103
40 Instruments 0.0417  0.1190  0.0352 -0.0047  0.0050  0.0000 0. 0.3110  0.26M
41 Miscellaneous Manufacturing 0.0222 0.1930 0.0083 0.0152 0.0050 0.0000 0.4394 0.2673 0.2673
42 Railroads 0.8550 __ 2.0706 0.0214 -0.0527 0.0013  0.0050 0.3207 0.3230 0.3230
43 Air Transport -1.2255 0.4229  0.4983 -0.3860 0.0050 0.0000 0.1591 0.3750  0.3750
44 -Trucking snd Other Transport 1.2201  -0.2689 0.1428  0.0341 -0.0042 -0.0030 0.3228 0.2436  0.2438
45 Communications Services -0.4833  2.0956 -0.0008 0.0023 0.0050 0.0000 0.3395 0.3303  0.3303
& Electric Utitities -0.2330 1.3409  0.0015 0.0036 0.0050 0.0050 0.2166 0.5336  0.2451
47 Ges, Water snd Sanitation 0.5753  0.2269 0.0079 0.0188  0.0050 0.0000  0.0655 0.4520  0.4520
48 wholesale and Retail Trade 2.7397 0.2262 0.0272 -0.0500 -0.0050 0.0000 0.6449 0.3273 0.013¢9
49 Finance and Insurance 0.8219 -0.0344 0.0555 -0.009¢ -0.0050 0.0000 0.8706 0.0431 0.0431
SO0 Real Estate 1.4526 0.1715 0.0013 -0.0022 -0.0050 0.0000 0.2895 0.5393 0.1713
51 Hotels and repairs Minus Aut 0.5178 -0.0617 0.1707 -0.0857 0.0050 0.0000 0.2628 0.2613 0.2613
52 Business Services 1.0479  0.1115  0.0141 -0.0268 -0.0050 0.0000 0.6888  0.1881 0.0615
53 Auto repeir 0.5734 0.1833 0.0816 -0.0124 0.0000 0.0050 0.5109 0.2947 0.1880
54 Movies and Amusements 0.1648  0.289%  0.089 -0.0661 0.0050  0.0000  0.2477  0.2589  0.2467
55 Medical and Educational Serv 0.819%4 0.0905 0.0850 -0.0281 -0.0050 0.0000 0.2918 0. 0.1311
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Table 4.13.b

Estimated 53 to 85.

Generalized Leontief putty-putty investment equation.

vix1) vixy vi3) RSQUARE  AAPE

viKx0)
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Table 4.14

CAPITAL DEMAND ELASTICITIES: 1953-1977

INDUSTRY
Agriculture 0.
Crude Petroleum 0.
Mining -0.
Construction -0.
Food, Tobacco -0.
Textiles -0.
Knitting, Hosiery -0.
Apparel -0.
Paper -0.
Printing -0.
Agri. Fertilizers -0.
Other Chemicals -0.
Petroleum Refining 0.
Rubber & Plastics -0.
Footwear & Leather 0.
Lumber -0.
Furniture -0.
Stone,Clay & Glass -0.
Iron & Steel 0.
Non-Ferrous Metals -0.
Metal Products -0.
Engines & Turbines -0.
Agri. Machinery -0.
Metalworking Machinery -0.
Special industry Machinery -0.
Misc.nonelec. Machinery -0.
Computers & Other -0.
Service Industry Machinery -O0.
Communications Machinery -0.
Heavy Electrical Machinery 0.
Household Appliances -0.
Elec. Lighting & Wiring Eq -O0.
Radio,T.V. Receiving, Phon 0.
Motor Vehicles 0.
Aerospace -0.
Ships & Boats -0.
Other Trans. Equip. -0.

231

KK

000
000
114
431
277
014 -
470
038 -
091
073
458
000 -
000
233
000
817
066
354
000
083
165
454
123
167
523
000 -
063
499
o018 -
000
744
000 -
000 -
000
073
192
309

OOOOOOOOOOOOOOOOOPOOOOOOOOOOOOOOOOCOO

KL

. 026
. 147
. 028
. 405
. 257
. 028
. 187
. 003
. 065
. 006
. 769
. 000

017
202
036
866
005

. 362
. 007

123

. 059
. 651
.088
. 140
. 442
.014
. 028
.250
. 007
.033
. 686
. 025
. 284
. 055
. 041
.130
. 227

i1
o o

[eNeNeoNeNoNeoNeNeNoNe)

|
leNeoNeoNeNeNoNeNeNoloNoNoNeNe]

. 026
. 147
. 086
. 025
. 021
.043
.284
. 041
. 026
. 067
.311
. 000
. 017
. 032
. 036
. 048
. 060
. 008
. 007
. 040
.107
. 197
.036
. 027
.081
.014
.034
. 250
. 025
.033
. 058
. 025
.284
. 055
.031
.062
.081



40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55

Table 4.14 (cont)

CAPITAL DEMAND ELASTICITIES: 1953-1977

INDUSTRY

Instruments

Miscellaneous Manufacturin
Railroads

Air Transport

Trucking & Other Transport
Communications Services
Electric Utilities
Gas,water & Sanitation
Wholesale & Retail trade
Finance, Insurance & Servi
Real Estate

Hotels & Repairs Minus Aut
Business Services

Auto Repair

Movies & Amusements
Medical & Ed. Services

232

€
KK

.179
.072
.082
.331
.710
. 000
. 006
.128
. 017
. 397
.030
.430
. 000
. 351
. 589
. 465

[oNeoNeNeoNeoNeNoNoNoNoNeoNoNoNoNoNae)

€
KL

.190
. 025
.128
. 166
. 685
.001
.003
. 056
. 097
. 435
. 041
. 603
. 142
.371
. 736
. 554

.011
. 097
. 046
. 166
. 025
. 001
. 003
.072
. 080
. 038
.011
.173
. 142
. 020
. 147
. 088
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Table 4

.15

CAPITAL DEMAND ELASTICITIES: 1953-1985

INDUSTRY

Agriculture

Crude Petroleum

Mining

Construction

Food, Tobacco

Textiles

Knitting, Hosiery

Apparel

Paper

Printing

Agri., Fertilizers

Other Chemicals

Petroleum Refining

Rubber & Plastics

Footwear & Leather

Lumber

Furniture

Stone, Clay & Glass

Iron & Steel

Non-Ferrous Metals

Metal Products

Engines & Turbines

Agri, Machinery
Metalworking Machinery
Special industry Machinery
Misc.nonelec. Machinery
Computers & Other

Service Industry Machinery
Communications Machinery
Heavy Electrical Machinery
Household Appliances

Elec. Lighting & Wiring Eq
Radio,T.V. Receiving, Phon
Motor Vehicles

Aerospace

Ships & Boats

Other Trans. Equip.

233

KK

.021
. 067
. 000
.019
. 000
.051
.352
.074
. 000
.000
. 099
. 056
. 137
. 183
. 000
. 000
. 027
.034
. 000
. 054
. 119
. 008
. 067
. 091
. 257
.015
.418
. 364
. 132
. 000
.593
. 005
. 000
. 000
. 008
. 060
.095

|
[eNeNoNeNoNeNoloNoNo e

KL

. 044
. 096
. 022
. 000
. 009
. 004
. 075
.008
.016
. 027
. 200
. 028
. 068
.154
. 026
. 046
. 015
. 008
. 059
.011
. 006
. 004
. 025
. 065
. 182
.012
. 433
. 147
. 119
. 022
.432
. 022
. 056
.024
.011
. 017
.014

1 1
[oNe]

KE

. 023
. 029
. 022
. 019
. 009
. 047
.277
. 066
.016
. 027
.101
. 028

068
001
026
046
041
042
059
065
113
004
042
026

.075

026

. 015
.218

013

.022
.161

027

. 056
. 024
. 018
. 043
. 082



Table 4.15 (cont)

CAPITAL DEMAND ELASTICITIES: 1953-1985

INDUSTRY € € €

KK KL KE
40 Instruments -0.224 0.239 -0.015
41 Miscellaneous Manufacturin -0.095 0.047 0.047
42 Railroads 0.000 0.023 -0.023
43 Air Transport -0.676 0.951 -0.275
44 Trucking & Other Transport -0.382 0.345 0.037
45 Communications Services -0.000 -0.001 0.001
46 Electric Utilities -0.006 0.003 0.003
47 Gas,water & Sanitation -0.057 0.026 0.032
48 Wholesale & Retail trade 0.000 0.112 -0.112
49 Finance, Insurance & Servi -0.321 0.353 -0.032
50 Real Estate 0.000 0.006 -0.006
51 Hotels & Repairs Minus Aut -0.335 0.477 -0.143
52 Business Services 0.000 0.119 -0.119
53 Auto Repair -0.175 0.192 -0.017
54 Movies & Amusements -0.190 0.328 -0.138
55 Medical & Ed. Services -0.228 0.291 -0.062

7. The Generalized Leontief Putty-Clay Model

This model, described in Chapter III section 7, was also
estimated jointly as a three equation system of factor demands for
net investment, labor and energy. The labor and energy equations
were identical to those in the putty-putty model. The two models
differ only in the formulation of the net investment equation, which

is reproduced here for convenience.
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'ax1t1+axzt2 12] 2 x
(7.1) N =e { I b (PP, }Eoijot_J

where m = E,K,L

This system, 1like the previous one, was estimated in two
stages, where optimal capital-output, labor-output, and
energy-output ratios were estimated in the first stage, as functions
of relative prices, and distributed lag weights on changes in output
or prices were estimated in the second stage. The same set of
constraints was placed on the estimated parameters. Since the first
stage estimation for both models is the same, the estimated values
for the a’s and b’s are the same. Therefore the elasticity estimates
of these two models are also identical. The only difference is the
pattern of response of investment to a change in the desired capital
stock. Whereas the putty-clay model only adjusts to changes in
output at the currently optimal capital-output ratio, the putty-putty
model also adjusts to changes in price by generating investment that
changes the capital-output ratio of previous vintages of capital.

Tables 4.16 and 4.17 contain the parameter estimates for this
model. Column headings are the same as those for the previous model.
Note that the estimates of the bKJ parameters are also the same as
those of the previous model. The intercept and the trend terms
(axland axz) are different. However, the general pattern of the

trend terms is almost identical to that in the putty-putty model.
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Table 4.16.a

Estimated 53 to 77.

Generalized Leontief putty-clay investment equation.
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Table 4.16.b

Generalized Leontief putty-cley investment squation. Estimatod 53 to 77.

Sector Title RSQUARE  AAPE SEE RNO
1 Agriculture, Forestry, Fisher 0.025 17.346 1713.500 0.635
2 Crude Petroleum, Matural Gss -3.064 23.360 446.100 0.724
3 Nining -0.395  25.650 _573.500 0.822
4 Construction 0.807  29.448 1684.600 0.807
5 Food, Tobscco 0.850  12.09% 340.900 0.768
6 Textiles 0.585 16.217  156.400 0.536
7 Knitting, Hosiery 0.854 38,444  32.644 0.351
8 Apparel and Nousehold Textile 0.634 27.916  126.300 0.699
9 Paper 0.79%  10.2% 256.300 0.379
10 Printing 0.860 14,381 136.800 0.726
11 Agriculturst Fertilizers 0.599  48.160 173.200 0.671
12 Other Chemicals 0.770 12.366 513.400 0.526
13 Petroleun Refining and Fuel 0.2 .802 337.400 0.7%
14 Rubber and Plastics 0.668  17.311  224.900 0.340
15 Footwear and Lesther 0.385 15. 23.576 0.512
16 Lunber 0.836 17.979 141.000 0.354
17 Furniture 0.618  15.395  51.733 0.361
18 Stone, Clay end Glass 0.849  12.659 151.400 0.728
19 Iron and Steel -3.967  31.531 1056.700 0.727
20 WNon Ferrous Metasls 0.581 .93 204.900 0.597
21 Netsl Products 0.691 15.573  342.300 0.690
22 Engines and Turbines 0.883 2B.687 34.7%0 0.524
3 Agricultursl Machinery 0.160 2.517 $9.992 0.436
25 Metalworking Machinery -1.713 34.702 204.900 0.654
27 Special Industry Machinery -9.866  53.494  139.000 0.727
28 MWiscellaneous Non-Electrical 0.774 16.890  153.100 0.617
29 Computers 0.309  43.172  143.800 0.740
30 Service Industry Machinery 0.478 33.055 60.045 0.521
31 Communications Machinery 0.393 39.562 359.400 0.517
32 Heavy Electrical Machinery 0.499 21.674 91.654 0.580
33 MNousehold Appliances -0.222 957 68.417 0.509
34 Electrical Lighting and wiri 0.785 21.576 69.270 0.587
35 Redio, 7.V. Phonographs 0.795 632 21.948 0.407
36 Motor Vehicles 0.601 22,199 464.100 0.256
37 Aerospece -0.155  42.013 267.800 0.834
38 ships and Bosts 0.498 138.300 80.059 0.667
39 Other Transportation Equipme 0.573 . 36.249 0.878
40 Instruments 0.858 15.447 78.178 0.630
41 Niscellaneous Manufecturing 0.283 18.556  80.215 0.230
42 Reilroads 0.465 23.221 697.100 0.494
43 Afr Transport 0.605  37.448 1191.800 0.785
4 Trucking and Other Transport 0.935 15.039 528.900 0.648
45 Communications Services 0.740  13.850 1451.100 0.669
46 Electric Utilities 0.864 13.138 1.700 0.203
47 Gas, Yater and Senitation -1.339 42,467 751.700 0.731
48 Wholesale andt Retail Trade 0.915 9.702 1175.500 0.529
49 Finance and Insurance 0.907 14.073  346.700 0.567
S0 Real Estate 0.610  67.920 1063.600 0.917
S1 MNotels end repeirs Minus Aut 0.778 15,409 340.800 .73
52 Business Services 0.804  29.417 567.700 0.629
$3 Auto repair 0.735 20.887 459.500 0.617
54 Movies end Amusements 0.777 16.812 179.000 0.755
$5 Medical and Educationsl Serv 0.8% 11,6090 586.700 0.728
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Table 4.17.a

Estimated fram 53 to 85.

Generalized Leontief putty-clay investment equation.
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Table 4.17.b

Generalfzed Leontief putty-clay {nvestment equation. Estimated 53 to 85.

OVONOVWIUN -

sector Title RSQUARE  AAPE SEE /N0
Agriculture, Forestry, Fisher 0.099  20.182 2055.900 0.601
Crude Petroleun, Matural Gas 0.066 27.907  783.000 0.767
Mining 0.183 2.7 S77.800 0.79
Construction 0.863 23.298 1675.300 0.822
Food, Tobecco 0.843  11.802 370.100 0.671
Textiles ~0.094 18.393  224.900 0.746
Knitting, Moslery 0.748 £3.2% 41.031 0.477
Apparel and Kousehold Textfle 0.249 29.179  162.400 0.778
Paper 0.863 9.911  296.900 0.395
Printing 0.920  13.563 161.800 0.509
Agricultural Fertilizers 0.571 43.525 168.500 0.604
Other Chemicals 0.502 16.025 780.200 0.513
Petroleum Refining and Fuel 0.127 54.501 609.600 0.821
Rubber and Plastics 0.038 25.485 374.300 0.604
Footwear snd Leather 0.485 17.984 24.213 0.632
Lusber 0.737  18.38% 181.900 0.628
Furniture 0.618 13.895  51.813 0.327
Stone, Clay and Glass 0.858 11.529 151,800 0.550
Iron and Steel -2.889  28.808 $90.000 0.746
Non Ferrous Metals 0.566 21.977  205.900 0.587
Netal Procucts 0.282 17.065 386.800 0.5
Engines and Turbines 0.645 36.764 69.931 0.663
Agricultural Machinery 0.210  28.647 61.792 0.453
Metalworking Machinery -1.719 34.492 187.100 647
Special Industry Machinery -9.471 $2.247 135.900 0.798
Miscellaneous Mon-Electrical 0.6% 17.220 221.400 0.593
Camputers 0.78% 88.267 313.000 0.842
Service Industry Machinery 0.097 33.709  74.586 0.496
Communications Machinery 0.626 42.758 600.100 0.706
Heavy Electrical Machinery 0.438 23.383 122.500 0.615
Nousehold Appliances -0.858 35.820 75.510 0.
Etectrical Lighting end wiri 0.710  20.767 81.86% 0.452
Redio, T.V. Phonographs 0.624 28.337 32.280 0.441
Motor Vehicles 0.266 28.852 869.900 0.3%
Aerospace 0.160  40.300 290.300 0.815
Ships and Boats 0.595 101.800 69.810 0.603
Other Transportation Equipme 0.651 92.054 42.653 0.739
Instruments 0.643 18.229 164.800 0.577
Niscellaneous Marufecturing -0.29%4 21.563 96.789 0.380
Raf lroads 0.552 29.773  990.400 0.658
Afr Transport 0.315 44,527 1686.800 0.713
Trucking end Other Trensport 0.882 28.096 954,700 0.795
Communications Services 0.832 19.303 2084 .900 0.849
Electric Utilities 0.681 16.586 1247.900 0.383
Gas, Water end Sanitation 0.201 $4.073 1067.800 0.886
Vholessle and Reteil Trade 0.79  24.007 4099.300 0.858
Finance end Insurence 0.792  27.895 1268.900 0.433
Rea! Estate 0.748  88.589 1492.900 0.947
Notels and repeirs Minus Aut 0.673  16.916 446.300 0.760
Susiness Services 0.835  43.817 1182.300 0.814
Auto repsir 0.835 2.922 638.100 0.612
Movies and Amusements 0.775 18.529 223.400 0.841
Hedical and Educational Serv 0.842  14.902 1217.900 0.815
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The output weights (wis) in this model followed a similar
pattern to those in the putty-putty model, and were of comparable
magnitude. Both models showed roughly the same 1level and
distribution of R°s. As with the putty-putty model, a few industries
had very poor fits for the putty-clay model, again probably because
of inequality constraints and cross—-equation constraints. In the 83
to 77 estimation, 8 industries had negative st, and 24 industries
had R®s less than .6. In the 53 to 85 estimation, 6 industries had
negative st, and 26 industries had Ras less than .6. The general
impression 1is that this model fits slightly better than the
putty-putty model, but the regression plots in figures 4.13 and 4.14
are almost exactly like those in figures 4.11 and 4.12.

Probably the most important difference between the putty-putty
and the putty-clay models is the pattern of response to changes in
output versus changes in ‘relative prices. In Chapter V the behavior
of the two models’ will be compared in a dynamic simulation, to see

if this distinction is relevant in a forecasting framework.

8. The Dynamic Factor Demand Model
The three equations comprising the dynamic factor demand system

are reproduced below as equations (8.1) to (8.3).

A
(8.1) L = @ + 7LLPL + 7LQQ + 7LKK + aLtt
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A
_ _1 2 1 2
(8.2) E = « + aOtt ZWLLPL + 7KQQK + aQQ + 27000 + arK + akth

1 1 2
+ E’JKKKZ + E(AK)

VR

4y
(8.3) N = -1 [ r - [r2 + KK ] ]
2 7.0
KK

A
-1
[ 7 {ax rr At 7oxo oot ot PK} K%-1]

The equations (8.1) to (8.3) form a simultaneous system of equations
which can be estimated using nonlinear system techniques. This
system was estimated using SHAZAM version 6.0 on the PC, for the
intervals 1953 to 1977 and 1953 to 198S.

Before discussing the results of these estimations, it would be
useful to state some restrictions on the parameters implied by
economic theory. For the short-run own-price elasticities of the
variable factors to be negative, it is necessary and sufficient for
WLL to be negative. For the long-run own price elasticity of capital
to be negative, it is necessary that Vex be positive. Also, for
marginal costs of adjustment to be increasing, it is necessary that
Ve be positive. For the adjustment parameter B* to be in the range

K

0 < B* < 1, it is sufficient that 0 < Yex < g Finally, for output

KK
elasticities to be positive, it is necessary that 7Lo be positive and

that 7QK be negative. In summary, the parameter restrictions implied
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by economic theory are:

< > < < g
(8.4) A 70& 0, LA O, and O Yex < Yix

Preliminary trials, using parameter starting values similar to
results found by Berndt, Fuss and Waverman (BFW), were unsuccessful.
Not only were parameter values unreasonable, but the parameters Vex
and 4?.i tended to take on values that would make the expression
[r2+ K? ] negative, causing the square root to be undefined. In a

G-
KK

footnote, BFW admit that they also had convergence problems on the
first estimation attempt. They tried setting B' = 0.3 on the first
trial, and using the other estimated parameters first pass values as
starting values for a second stage estimation, using the full
equation. In other cases, they tried setting 7iﬁ= 1.0 on the first
pass, and using the other estimated parameters as starting values for
a second pass estimate.

The best results were obtained in this model by setting B*
equal to 0.3 in the first stage, and using the parameter results from
the first stage as starting values for a second stage estimation.
However, Yex and Yex still took on negative values, and caused the
solution to fail to converge. The parameter Yy Was forced to be
positive by making it equal to the square of a dummy parameter. Two
alternatives were tried for keeping Yex positive. The first was to
make it equal to exp(g), where g is a dummy parameter, the second was
to make it equal to 1.0 + exp(g). The latter constraint forces Yix

to be greater than 1.0.
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Although the fits obtained with this version were acceptable,
and the parameter values for many industries were reasonable, the
model gave nonsense results in simulations. Upon examining the
simulation model more closely, the problem was traced to the fact
that there were no constraints forcing the expression for K* to be in
the neighborhood of actual K. A nonsense estimate for the parameters
determining K* was usually associated with an offsetting nonsense
value for B.. Therefore, a fourth equation was added to the systen,

*
expressing K as a regression on the expression for K :

]

A
-1
(8.5) K ;;; {ax + 7LKPL + 7Q£Q + “Ktt + PK}

This made the estimates for K* in the forecast much more stable, and
yielded more intuitively sensible values for B*, the speed of
adjustment. However, the equation adds the undesirable side effect of
assuming that desired capital stock has been equal to actual capital
stock on average.

Tables 4.18 through 4.19 display parameter estimates,
statistics, and elasticities for the 53 to 77 and 53 to 85
estimations, respectively. The most obvious conclusion to be gleaned
both from these tables and from the plots in figures 4.15 and 4.16
are that the fits are extremely poor, with 27 industries showing
negative R%s in the 53 to 7} period, and 26 showing negative st in
the 53 to 85 period. These poor showings are due to the fact that
the parameters in the investment équation also appear in the labor

and energy equations, and the equations are fighting each other. 1In
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many industries, a fairly good fit (for this model) in the investment
equation often came at the expense of a good fit for the energy or
employment equation.

Since this model is based on a flexible functional form,
elasticities and cross-elasticities are not constréined to any a
priori sign. In fact, the elasticities are different for each year
in the sample. The results calculated below are for the year 1977.
The structure of the dynamic factor demand model allows for the
calculation of short-run (no adjustment in capital) and 1long-run
(full adjustment of <capital) elasticities. The short-run
elasticities can be calculated as shown in equations (8.6) to (8.15)
below (where:elj is the elasticity representing the percentage change
in variable i resulting from a given percentage change in variable j,

holding K fixed.):

Short-Run Price Elasticities

(where K = K)

A
P ¥y P
(8.6) e = aL L - _LL L
LL aPL L B L
K=
A
_ LL L
(8.7) €. = T
Az
¥ P
_ LL L
(8.8) € = E
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A
-y P
R 7 A
(8.9) €, = 5

Short-Run Output Elasticities

7,0

(8.10) €0 I

= |2].
010 oy = (L) i * 70 * 7
Short-Run Elasticities with respect to Capital Stock

(8.12) € ¢

(K/L)'JLK

(8.13) €y

(R/E) (& + gt + w K + 9,0)
Technology Elasticities
(8.14) € = /L

Lt Lt

(8.15) €y = (abt + aKtK)/E
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Tables 4.18.c and 4.19.c show the results of these calculations for
the two estimations. (The columns labeled ELS and EES are the values
for € ¢ and SEK.) The calculated elasticities, like the fits, are
disappointing. In the S3 to 77 estimation, only 14 industries have
the expected negative own price elasticities for labor and energy.
(Of course, when there are only two variable factors, the cross-price
elasticities are exactly the negatives of the own-price elasticities,
so that when these appear as complements, own-price elasticities have
the wrong sign.) About half of the industries have positive
labor-output elasticities, and more than two thirds show positive
energy-output elasticities. The capital stock elasticities are also
a mixed story, with about half of both the labor-stock and
energy-stock elasticities showing positive signs. Finally, the time
trend terms are predominantly negative, implying that labor and
energy productivity have been on the rise during this period.
Results for the 53 to 85 estimation (see Table 4.19.c) show a similar
pattern in signs.

Long-run elasticities are formulated conditional on capital
stock having adjusted to its long-run, desired value. They are
calculated as shown in equations 8.16 to 8.24.

Long~Run Price Elasticities

A
P » P
L _ L] . |oL aL 38K _ L] . (a2
(8.16) e = [—] [— _+ — 3 | = [T] [WLL (a']_x/wn)]

LL L BPL 3K L
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L -1 A 'JLK A A
(8.17) e T [_T] wh T [7LKPL * Px]

[l

A
(8.18) e = [—] ‘|ly P -[ocK + axtt + V“K + 'JQKQ]

A
L —PL r A AT
(8.19) € = [—] . yLLPL + [r] -[ocK + axtt + 7KKK + 'JQKQ]

E
| KK
A A
L Pay | aL oL k" | _( Px ) "
(8.20) SLK = T . 3P + ———;-— = T .
k| - 8K &P Yk
L K=K K
A
(8.21) et = _PK’-—l—-a +a t+y K+y Q
) EK E )7 4 Kt KK QK
KK
A
(8.22) & = | x
’ KK - K’
KK
A
r —P (4
(8.23) e = .L].[__'—K]
\ K 71«
A A
v P+ P
L _lxL Tk
(8.24) €. = —————K‘

Tables 4.18.d and 4.19.d display the implied value of these
elasticities for 1977 in both estimation periods, based on the
estimated parameters. The long-run own-price elasticities for labor
and energy are the correct sign for more than half the industries,

although the own-price elasticity for capital is never the right
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sign! Note that the long run cross price elasticity between energy
and capital and capital and energy don’t always have to take the same
sign. The values estimated for B* seem low, suggesting
unrealistically slow capital adjustment speeds.

Despite the effort invested, this model appears to be a
complete failure at explaining the vagaries of equipment investment
at the industry level, or of yielding parameters that make economic

sense.
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Table 4.18.a

Estimeted 53 to 77.

The Dynamic Factor Demand Model.
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Table 4.18.b

The Dynemic Factor Demand Nodel. Estimated 53 to 77.

-

Sector Title AKX AT KX [ ] R-SQUARE AAPE SEE RNO
1 Agriculture, Forestry, Fisher 4.7 -26.20 3.57¢-0t 1.00e+00 0.4440 62.66 $591.3 1.0438
2 Crude Petroloum, Natural Gas -3.72 -0.43 9.13e-04 1.00e+00  0.0522 33.76 649.2  0.969%
3 Nining -40.87 -0.54 1.21¢-03 1.00e+00 0.0003 .06 581.3 0.8847
4 Construction 62.02 -2.85 1.36e-03 1.00e+00  0.9382 42.33 ¥9.7 1.7
S Food, Tobacco -T.42 «0.36 1.08¢-02 1.00e+00  0.7943 38.55 1366.5 1.1160
6 Textiles -8.29 -2.20 6.63¢-02 1.00e+00 0.3160 49.%9 417.5 1.1435
T Knitting, Hoslery -10.09 $.22 3.70e-02 1.000+00  0.9248 19.32 39.0 3.8546
8 Apparel end Mousshold Textile 23.56 *0.49 7.67¢-03 1.00e+00  0.7640 31.33 197.9  1.4630
9 Paper 5.9 -1.61 1.6%e-02 1.00e+00 0.7910 38.65 ™.7 L3211
10 Printing 7.7 0.20 1.520-03 1.00e+00 0.9718 31.82 358.8 1.7
11 Agricultural Fertilizers 2.7 -3.09 3.16e-02 1.00e+00  0.3886 65.19 308.4 1.3062
12 Other Chemicals -21.82 -3.10 1.15¢-02 1.00e+00  0.8778 4,97  1484.1 1.3293
13 Petroleum Refining and Fuel -17.86 0.30 1.440-01 1.40e+00  0.1363 $7.86 519.4  1.1067
14 Rubber end Plastics 3.52 -0.48 5.14e-03 1.00e+00  0.8643 41,44 450.0  1.4444
15 Footwesr and Lesther 2.18 <0.16 1.47¢-02 1.02¢+00 0.4204 1%.91 28.1 1.0333
16 Lusber 21.78 =1.74 7.05¢-03 1.00e+00  0.9212 36.15 3M1.7  1.5459
17 Furmniture 4.30 -0.03 S.14e-03 1.00e+00  0.8610 19.70 66.4 1.8256
18 Stone, Clay and Glass 1%.72 -0.68 1.23¢-02 1.00e+00 0.9134 21.76 331.0  1.5761
19 Iron and Steel -1.n -0.81 2.58¢-03 1.04e+00  0.0999 2.7 5.7 0.8666
20 Non Ferrous Metals 5.7 -0.56 3.620-03 1.00e+00  0.6553 38.48 403.2 1.1657
21 MNetal Products -14.62 “1.47 3.17¢-02 1.00e+00  0.8838 11.76 238.3  4.5064
22 Engines and Turbines 1.46 -0.07 2.18¢-03 1.00e+00  0.8009 41.63 2.2 1.5513
23 Agricul tural Machinery -0.51 «0.14 6.65¢-03 1.00e+00 0.8319 26.01 60.1 1.4236
25 netaluworking Machinery -9.27 -0.15 2.26e-03 1.000+00  0.0890 an.59 163.8  0.6892
27 Special Industry Machinery -16.8% <0.09 5.40e-03 1.00e+00 0.0014 15.96 46.5 0.6333
28 Niscellianeous Mon-Electrical 3.24 -0.32 2.08¢-03 1.00e+00 0.0983 35.81 360.2 1.4962
29 Casputers 15.98 -1.25 3.54e-02 1.00e+00  0.8084 271.05 15.4 2,127
30 Service Industry Machinery -15.05 -0.12 1.68¢-02 1.00e+00  0.6489 28.96 2.0 1.22%
31 Communications Machinery -2.33 -0.25 2.18¢-03 1.00e+00  0.3139 43.68 482.1 1.4322
32 MHeavy Electrical Machinery 4.96 =0.45 1.45¢-02 1.00e+00 0.8261 19.13 100.5 1.5
33 Household Appliances -22.89 -0.20 1.42¢-02 1.00e+00 0.2117 K 67.4 0.9656
34 Electrical Lighting end wiri -2.26 +0.32 6.65¢-03 1.00e+00 0.8004 5.7 139.9 1.3911
35 Redio, T.V. Phonographs 3.50 <0.20 7.33¢-03 1.00e+00  0.7287 41,12 4.9 1.3397
36 Motor Vehicles -9.20 <0.75 1.57¢-02 1.00e+00  0.6077 3.7 648.7 1.3278
37 Aerospace 20,02 -1.20 5.04e-03 1.00e+00  0.1901 37.76 288.5 1.0618
38 Ships and Bosts 18.02 0.33 3.71e-02 1.00e+00  0.5517 86.84 105.9  1.2060
39 Other Transportstion Equipme -0.90 =0.07 1.97¢-03 1.00e+00 0.8151 47.21 56.9 1.3467
40 Instruments -19.26 -0.18 5.32¢-02 1.00e+00 0.7488 34.9 208.5 1.5039
41 Riscellaneous Manufacturing -6.12 -0.33 9.31¢-03 1.00e+00 0.7678 32.9 125.9 1.2017
42 Reflroads -7.83 -0.04 5.99¢-02 1.00e+00  0.1693 8.67 3.7 19213
43 Air Trensport -3.78 -3.49 9.48¢-03 1.00e+00  0.4352 33.65 1805.2 1.3092
4 Trucking end Other Transport 40.75 ~0.44 9.89e-04 1.00e+00  0.9229 36.89 1817.1 1.6571
45 Commmnications Services -253.45 19.83 3.70e-01 1.00e+00 0.8268 42.85 3164.7 1.4528
46 Electric Utilities -60.39 1.88 3.37¢-03 1.01e+00  0.8084 42.92  2039.1 1.2660
47 Ges, Water and Sanitstion 18.14 -2.91 2.35e-02 1.01e+00  0.0650 59.03 1002. 1 1.0908
48 wholessle and Retail Trade -64 .63 6.03 3.50e-02 1.00e+00  0.9328 14.43  2635.4  2.6308
49 Finance and Insurence 84.80 4.81 4.03¢-03 1.00e+00 0.9353 9.3 855.5  2.0587
SO Real Estate 7.20 0.49 2.64e-03 1.00e+00  0.8402 39.58 7739 13122
51 hotels and repairs Ninus Aut 27.54 =2.09 3.29¢-03 1.00e+00 0.7639 34.462 749.3 1.5969
52 Business Services 7.8 1.85 1.520-03 1.00e+00  0.7974 39.53 1130.5 1.7552
53 Auto repeir 24.78 -2.63 4.85¢-03 1.00e+00  0.7486 28.43 656.7  2.1836
54 Movies and Amusements -8.16 -2.35 3.70e-02 1.00e+00  0.63%% 2.4 231.0 2.5135
55 Medical and Educational Serv  -54.24 ~4. 71 2.74e-02 1.00e+00 0.9163 8.2 99464 3.1060
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Table 4.18.c

\

The Dynamic Factor Demand Model. Estimated 53 to 77. Calculated Elasticities

Sector Title ELL ELE EEE EEL e EEQ ELS EES ELY EET
Agriculture, Forestry, Fisher -5.85¢-03 $.85¢-03 -1.85¢-02 1.85¢-02 1.37¢+02 -2.00e+04 -1.40e+02 3.13e+04 -7.28¢-03 -5.22¢+02
Crude Petroleun, Naturel Gas 2.83e-01 -2.83¢-01 6.39¢-01 -6.39¢-01 -1.99¢+00 2.23¢+02 6.85¢+00 -3.410+01 -1.50e-01 -6.19e+00
Nining -2.65¢-01 2.65¢-01 -1.300+00 1.300+00 1.13¢+00 6.920+02 6.99e-01 5.78e+01 -1.95¢-02 -8.62¢+00
Construction 5.800-02 -5.80e-02 1.440+00 -1.44¢+00 8.260-01 6.25¢+03 -1.38¢+00 1.64e+03 2.59¢-02 -9.%4e+01
Food, Tobacco 4.640-02 -4.640-02 3.59¢-01 -3.59¢-01 -3.91¢+00 -1.116+03 7.75¢+00 2.00e+03 -1.14e-02 -4.66e+00
Textiles 5.32e-01 -5.32¢-01 4.83e+00 -4.83¢+00 -3.49¢+01 6.60e+03 3.28e+01 -3.57e+03 -1.15e-01 -3.34e+01
Kknitting, Nosiery 6.480-01 -6.48¢-01 2.62¢+00 -2.62¢+00 -1.17¢+01 -1.79e+01 7.87¢+00 -7.84e+01 1.07¢-01 6.02e+00
Apparel end Nousehold Textile 9.66e-03 -9.66e-03 1.61e+00 -1.610+00 2.79e+00 1.460+03 -1.95¢+00 3.26e+01 6.84e-03 -4.98e+01
Paper 1.840-01 -1.84e-01 6.85¢-01 -6.850-01 7.27¢+00 2.99e+01 -7.79e+00 4.07e+02 2.35¢-02 -1.66e+01

Printing $.05¢-02 -5.05¢-02 1.380+00 -1,38¢+00 2.13¢+00 1.13¢+02 -7.17¢-01 -2.63¢+02 -5.18¢-03 5.32e+00
Agricultural Fertilizers 2.410+00 -2.410+00 2.99e+00 -2.99¢+00 -8.10e+00 1.60e+02 4.07¢+01 3.48e+02 -7.37¢-01 -1.66e+01
Other Chemicals 2.420-01 -2.42¢-01 4.410-01 -4.410-01 -1.03e+01 2.09¢+02 1.40e+01 1.460+02 -7.30e-02 -1.58e+01
Petroleun Refining and Fuel  5.82¢-01 -5.B2e-01 5.340-01 -5.34¢-01 7.53¢-01 3.85e+02 7.60e-01 -2.37e+02 -3.69¢-02 6.69e-01
Rubber and Plastics 1.99e-01 -1.99¢-01 2.21e+00 -2.210+00 6.150¢00 1.65¢+02 -5.42¢+00 -1.82¢+02 2.468-02 -9.056+00
Footwesr and Lesther 4.460-02 -4.46€-02 1.75¢400 -1.750+00 1.70e+00 3.05e+02 -2.43e-01 5.48e+01 -1.78e-02 -4.94e+00
Lusber *1.410-02 1.410-02 -1.66e-01 1.66e-01 -2.41e-01 2.37e+02 1.69e+00 1.85¢+01 -5.56¢-02 -1.23e+01
furniture 4.97¢-0 -4.97¢-01 1.17¢+01 -1.17e+01 3.48¢+00 -3.98¢+01 -2.86e+00 3.10e+01 3.73e-03 -5.20e-01
Stone, Clay and Glass 9.62¢-01 -1.620-01 6.53¢-01 -6.53¢-01 7.07e+00 -6.68e+00 -6.66+00 9.85¢+01 1.45¢-03 -4.27¢+00
1ron and Steel -8.65¢-02 8.65¢-02 -2.580-01 2.58¢-01 3.44e+00 2.440+02 -2.540+00 1.03e+01 4.160-03 -5.18¢+00
Non Ferrous Netels 3.240-01 -3.240-01 1.360+00 1.360+00 2.99¢+00 5.72¢+01 -3.510+00 6.29¢+01 2.22¢-02 -4.47e+00
Metal Products §.43e-01 -5.43¢-01 1.05¢+01 -1.05e+01 -2.540+01 4.67e+03 2.42¢401 -3.33¢+03 -5.43¢-02 -3.33¢+01
Engines and Turbines -3.160-02 3.16¢-02 -7.35¢-01 7.35¢-01 7.16¢-01 -3.99e+01 1.73¢-01 -2.610+01 -1.75¢-02 1.99¢+00
Agricultural Machinery 1.200-01 -1.20e-01 2.97e+00 -2. 1.47¢+00 -6.44e+00 -1.03¢+00 3.91e+01 -8.73¢-03 -9.38¢-01
Metalworking Machinery ~6.598-02 6.508-02 -3.34e+00 3.340+00 7.22¢-01 5.89¢+02 3.70e-01 -7.36e+01 -2.12¢-03 -6.97e+00
special Industry Machinery  8.21e-02 -8.21¢-02 2.80e+00 -2.80¢+00 4.27¢-02 9.99¢+01 8.55¢-01 -6.62¢+01 -6.10e-04 -3.36e+00
Miscel laneous Mon-Electrical 3.68e-01 -3.68e-01 1.05e+01 -1.05e+01 2.78e+00 2.11¢+02 -2.844+00 4.50e+01 2.24e-02 -8.39¢+00
Computers 3.37e+00 -3.37¢+00 6.04e+01 -6.04e+01 1.72¢+01 -1.74e+01 -2.000+01 1.05¢+02 1.43e-01 -2.10e+01
Service Industry Mechinery  7.59¢-01 -7.59-01 1.33e+01 -1.33e+01 -3.560+00 1.13e+02 6.73¢+00 -4.81¢+01 -2.53¢-02 -8.92¢+00
Communications Machinery 9.47¢-01 -9.47¢-01 3.83e+01 -3.83e+01 -6.360+00 6.17e+01 5.670+00 -6.29¢+02 -2.54e-02 -1.05¢+01
Heavy Electrical Machinery  8.39e-01 -8.39e-01 2.06e+01 -2.066+01 6.610+00 2.33e+02 -7.86e+00 1.52¢+02 4.83¢-02 -9.85¢+00
Household Appliances 1.31+00 -1.316+00 3.21e+01 -3.210401 -3.79e+00 1.54e+02 7.740+00 -2.87e+02 -4.56¢-02 -5.70e+00
Electrical Lighting and wiri 9.39e-01 -9.39e-01 2.27e+01 -2.27¢+01 -3.87¢+00 4.21¢+02 5.25¢+00 -1,568+02 -4.92¢-02 -7.11¢+00
Radio, T1.V. Phonographs 9.92¢-01 -9.92¢-01 35.830+00 -5.83¢+00 2.040+00 6.59e+00 -2.36e+00 1.07e+01 1.61e-02 -4.08¢-01
Motor Vehicles 9.530-01 <9.53e-01 3.02¢+01 -3.02¢+01 -2.340+01 4.08e+03 2.21e+01 -3.57¢+03 -5.98e-02 -3.06e+01
Aercspece -4.490-01 4.49e-01 -1.470+01 1.470+01 1.93e+00 -1.260+02 -1.91¢+00 1.61¢+01 5.18¢-02 -2.57¢+01
Ships and Boats 1.910400 -1.91e+00 6.37e+01 -6.37¢+01 -1.06e+01 -1.58e+02 8.58¢+00 5.72¢+01 2.96¢-02 4.42e+00
Other Transportation Equipme 5.49e-01 -5.49e-01 1.87e+01 -1.87¢+01 4.20e-01 3.62¢+00 4.63¢-01 -7.00e+00 -1.79e-02 -3.49e-02
Instruments 5.00e-01 -5.09¢-01 1.50e+01 -1.50e+01 -1.30e+01 7.68e+02 1.340+01 -8.29¢+02 -1.17¢-02 -4.54+00
Niscellaneous Menufacturing  7.91e-0% -7.91¢-01 1.57¢+01 -1.57¢+01 -4.66¢+00 3.61e+02 6.210+00 -1.70e+02 -5.34e-02 -6.02¢+00
Raf lroads ©1.12¢-01 1.12¢-01 -5.740-01 5.76e-01 3.34e+01 -0.86e+03 -3.280+01 1.120404 -8.74¢-02 -1.08¢+00
Afr Transport 1.840-01 -1.840-01 4.28¢-01 -4.280-01 -2.47e+01 2.78e+03 2.68¢+0) -8.91e+02 -1.80e-01 -3.80e+01
Trucking snd Other Transport &.67e-02 -4.67¢-02 1.79e-01 -1.79¢-01 1.90e+00 6.22¢+02 -8.84e-01 -6.47¢+01 4.35¢-03 -2.57e+00
Communications Services -5.05¢-02 5.05¢-02 -3.03¢+00 3.036+00 -9.39e+01 -2.34e+05 9.46e+01 B8.77¢+04 2.60e-02 5.24e+03
Electric Utflities 4.332-03 -4.33e-03 1,71e-01 -1.71€-01 -4.49e+00 -2,93e+04 4.96e+00 -9.97e+02 1.41¢-02 4.57e+02
Gas, Mater and Sanitation 3.90e-01 -3.90e-01 2.66e+00 -2.666+00 2.61e+00 -2.20e+03 -3.54¢+00 5.52¢+03 8.71e-03 -1.01e+02
Wholesale and Retefl Trode <4.25e-04 4.25¢-04 -3.77¢-03 3.77¢~03 -1.10e+01 -4.38e+03 1.39e+01 2.34e+03 -6.00e-05 2.89¢+01
Finence and Insurance 9.95¢-03 -9.95¢-03 3.33¢-01 -3.33¢-01 1.43e+00 -3.60e+03 -2.04e-01 2.68¢+01 -7.36e-03 8.36e+01
Res! Estate <1,30e-02 1.30e-02 -2.39¢-01 2.39¢-01 1.02¢+01 4.09¢+03 -1.65¢+01 2.97¢+03 -8.91e-04 2.68¢+01
Notels and repairs Mirus Aut 1.26e-01 -1.26¢-01 9.768-01 -9.76e-01 2.01e+00 3.93e+02 -3.17¢+00 1.14e+01 6.67¢-02 -1.670+01
Business Services -5.42¢-02 5.420-02 -8.94¢-01 B8.9%e-01 6.740-01 -1.47e+03 2.55¢-01 3.72e-01 3.53¢-03 2.68e+01
Auto repeir +3.000-02 3.00e-02 -6.01e-01 6.01e-01 5.83¢-01 3.54¢+03 -1.34¢+00 -1.38e+02 5.54e-02 -1.2e+02
Wovies snd Amusements 5.29¢-01 -5.29e-01 4.110+00 -4.11¢+00 -2.500+01 3.45e+03 2.25e+01 -2.06¢+03 -9.68¢-02 -3.00e+01
Nedical snd Educetionsl Serv -4.42¢-03 4.42¢-03 -4.910-02 4.916-02 -6.40e+00 1.68¢+03 6.85¢+00 -9.88e+02 2.58¢-03 -3.47e+01
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Table 4.18.4

Estimated 53 to 77. Cslculated Elssticities

The Dynamic Fector Demand Model.
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Table 4.19.a

Estimated 53 to 85.

The Oynamic Factor Demend Model.
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Table 4.19.b

Estimated 53 to 85.

The Dynamic Factor Demand Wodel.
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Table 4.19.c

Estimated 53 to 85. Calculeted Elesticities

The Dynamic Factor Demand Model.
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Table 4.19.d

Calculated Elasticities

Estimsted 53 to 85.

The Dynamic Factor Desand Model.
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CHAPTER V

SIMULATION RESULTS

1. Background

This chapter will discuss the historical or ex post simulation
results from the models presented in Chapter III and estimated in
Chapter 1IV. Dealt with here is the question of which equipment
investment model fits the data best in the context of a historical
simulation. This reduces to the question of deciding what criteria
to use to determine which fit is "best".

Related to the question of which model fits best is the issue
of how the model simulations will be used, and how impact multipliers
calculated from the model should be interpreted. What significance
is it to have found the model with the best (defined as closest
fitting) simulation performance for a certain time period? Although
a given model may yield the best fitting historical simulation while
using actual values of exogenous variables, that does not ensure that
it will react realistically to sharp changes in exogenous variables
in long-term simulations of alternative scenarios.

The six measures discussed below are statistics typically used
to judge the quality of simulation performance. Most of them reduce
to measures of the squared error or the general bias of the

simulation. However, other criteria should be considered as well,

273



such as success at catching turning points, accuracy of long-run
trend, and the ability to respond in a sensible direction and
magnitude to <changes in output, and relative factor prices.
Nevertheless, I will summarize the simulation results in the form of
tables showing the following test statistics for each industry. A
subset of industries appear in the graphs that follow each set of
tables. While commenting on those graphs I will attempt to bring out
the importance of some of the "non-statistical" criteria.

The test statistics presented below are highly correlated with
each other. However, there is no guarantee that they will all yield
the same ranking of models. It is also quite possible that a model
that produces the best simulation test statistics for one historical
period will not do so for another period.

Simulation testing of this kind has been criticized by Howrey
and Kelejian (1971) and Kelejian and Vavrichek (1981). They have
noted that with linear models, simulation tests yield no additional
information about the validity of the model beyond the traditional
statistical tests applied to the regression estimates. Also,
non-stochastic simulation of non-linear models yields results
inconsistent with the reduced-form equations of the model. They
derive and compare reduced-form equations with the process that
generates the simulated values of the endogenous variables, and find
that the simulated values can be expected to diverge systematically
from the corresponding historical values. What this means is that a

"correctly" specified model need not outpredict an "incorrectly"
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specified model. They criticize ad hoc RMSE comparisons such as
those in this chapter because the properties of the simulation error
term are unknown, even when we know the complete multivariate
distribution of the reduced-form model.

This criticism is well-taken, since it throws doubt upon the
significance of rankings by these statistics produced below.
However, the aim of this study is to indicate the best form of
equipment investment equations to use as a tool for reliable
forecasting and for sensible policy analysis. The aim is not to find
the "true" or "correctly specified" model, even granted that such a
model exists. Viewing the complete INFORUM model as a representation
of the actual U.S. economy, it seems more natural to construct
equations that replicate the behavior of the actual economy as
closely as possible, and this effort should be expected to require
equations that can provide close fits in a simulation.

The primary importance of investment equations such as these
may be their value as forecasting instruments per se. On the other
hand, it is also important that they have structural parameters that
yield sensible economic content. Given the critique above, it would
seem to be wise to remain sceptical of the exactness of tests based
on goodness of fit, but rather to use them as a general guide, and to
emphasize qualities such as long-run accuracy, turning point
sensitivity, and sensible responses as secondary criteria.

It may be useful to estimate small systems of equations with

systems or maximum likelihood techniques, and to use test statistics
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and hypothesis tests based on classical distribution theory to
evaluate the behavior of these small models. The cost of
constructing such models is negligible, and they often give an
adequate approximation to a real world economic system. However,
classical distribution theory, with its associated estimation and
evaluation techniques, breaks down when attempting to estimate and
test a large time-series model with hundreds of equations.
Furthermore, no appeal can be made to asymptotic results, for the
economy probably does not play the same "game" long enough to achieve
a large enough sample size.

Therefore, it seems advisable to return to the criteria of
economic "reasonableness", internal consistency, and the ability to
reproduce the actual behavior of economic variables closely.
However, upon finding a model that fits best among a certain set of
alternatives for a given sample period, one must be careful not to
mine the data too deeply. The choice of the best investment model
should be robust with respect to the test period.

Before presenting the simulation results, I will present the
definitions of the test statistics used in the following tables to
summarize the performance of the models.69

Perhaps the most commonly used measure of predictive accuracy

for a given variable Y is the root-mean-square simulation error

69These formulas are taken from Pindyck and Rubinfeld (1981), pp
362-363, except for Theil’'s inequality coefficient, which is Fair’s
(1984) version (p 261).
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(RMSE), defined as

- .
(1.1) 1.'e1~1SE=/L):(Y*‘—Y‘t’)2

where Y®

t
Ya
t

simulated value of Y

actual value of Y

T = number of periods in the simulation
The RMSE gives a rough measure of the average deviation of the
simulated value from the actual. It is analogous to a standard
error.
Another statistic for evaluating simulation errors is the RMS

percent error, defined as:

1 ZT Y- Y 12
(1.2) RMS percent error = [ ]
T v
t=1 t

which gives a measure of the deviation of the simulated value from

the actual in percentage terms. Two other measures are the mean

simulation error:

T
(1.3) mean simulation error = —%r'z (Y: - Y:)
t=1
and the mean percent error:
- T
(1.4) mean percent error = E:
T y®
t=1 t

The latter two measures are appropriate if it is desired to see how
the simulation performs on average. The trouble with them is that

large positive and negative errors will cancel each other. For this
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reason, the mean absolute simulation error or the average absolute
percentage error (AAPE) may be calculated. The formulas for these
statistics are the same as for the mean error and the mean percent
error, with the differences between simulated and actual replaced by
the absolute value of the difference. RMS error calculations
penalize large errors more heavily, and are more often used in
practice. However, the AAPE may be better as an average measure of
overall forecasting ability.

Another statistic used in assessing simulation performance

is Theil’s[1966] inequality coefficient (U), defined as:

1 T a 5.2
— L (oY} - ay})
(1.5) U= t=1
1 T é
+ I (AY:)
t=1

For a perfect forecast, the value of U will be zero. U will take on
a value of unity for a no change forecast (AY: = 0). A value of U
greater than unity implies that the forecast is less accurate than a
forecast of no change from the previous period.2

A well-known example of a comparison of models in terms of ex
post forecasting accuracy is Fromm and Klein (1976), where eleven
ma jor macroeconomic models are analyzed. One problem with a

comparison such as this is that the various models compared used

2Of course, in the context of an ex post full model simulation,
the use of a no change forecast is not an option, since the model is
not allowed to use previous period actual data in making its
forecasts.
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different estimation periods, and the period of simulation may be
included in the sample, be outside the sample, or overlap the sample
in different models. A model that includes the period of simulation
in its data sample may be at a relative advantage because of data
mining over this period. Another problem is that the models differ
in the number and types of exogenous variables. A model that uses
more exogenous information has an advantage in an ex post simulation
exercise.

In the simulations discussed below, all models are estimated
over the same historical period for each simulation exercise. Both
within sample (1953 to 1985 estimations) and beyond sample (1953 to
1977) simulations are compared, to determine the sensitivity of the
conclusions to the estimation sample period. Finally, since the
investment equations considered all are included within the same host
model, the same exogenous data 1is used by all of then. Any
differences in the set of exogenous data actually used are due purely

to the structure of the equations.

2. Simulations Within the Period of Estimation

In this exercise, the estimated equations from the 1953 to 1985
sample period were used to make historical simulations with the
INFORUM model from 1978 to 1985. For each of the eight investment
models, two simulations were made. The first consisted of a

single-equation dynamic simulation, with equipment investment being
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the only endogenous variable forecast. For the Autoregressive Model,
it does not matter whether the rest of the model is simulated or not,
since it does not use any other variables from the model. The
forecast for this model is a simple dynamic period-ahead forecast, so
that the model is relying solely on its own past forecasts by 1982
(since the equation uses four lagged values of the dependent
variable). For the other models this forecast should differ from the
predicted values of the estimated equations only to the extent that
capital stock growth in the simulation period is different from the
actual. (This, in turn, is a function of how well the investment
equation performed during the previous periods of the forecast
interval.)

The second simulation consisted of a full simulation of the
real or demand side of the INFORUM model, where the mutual
interactions between investment and output are brought into play.
This real-side model simulation includes forecasts for consumption,
inventory and structures investment, government spending, and exports
and imports. These final demands are used by the input¥output
solution to produce an estimated vector of industry outputs, which
are in turn used to calculate further iterations of calculating
equipment investment.

The results of the simulations are presented both in terms of
descriptive statistics for all industries, and in graphs of the same

set of industries selected in the previous chapter.
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2.a. Single-Equation Simulations

Table 5.1 summarizes the simulation performance of each of the
eight models in the single equation dynamic simulation, for each of
53 industries, using calculated values of the six descriptive
statistics defined in the previous section. The heading at the top
of each page provides a key to the simulation number corresponding to
each of the model simulations. For each industry, a column of
simulation performance statistics is presented, and the number of the
model with the best ranking is displayed in the column labeled
"best".

Three salient observations emerge from the perusal of this
table. First, depending on which simulation test criterion is used,
one would choose a different model to be "the best" for any given
industry. For example, for Motor Vehicles (36), if we use RMSE, then
the CES Model II is superior. If we use RMS percent error or AAPE
however, then the Generalized Leontief Putty-Clay model is best. For
other industries, such as Crude Petroleum (14), one model (in this
case CES Model I) is ranked best by all criteria. Second, by turning
to the last page of this table, under the heading "Ranking of
Simulations by Each Statistic", it is seen that the Autoregressive
Model and the Accelerator Model perform better in most industries in
terms of RMSE, RMS Percent Error, and AAPE, while there is no clear
winner if we rank by the Mean Simulation Error or Mean Percent Error.

Even by these measures, however, the Autogressive and Accelerator
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models show favorable results. Third, if we add up the RMSE and Mean
Simulation Error for all industries, the Autoregressive Model and
Accelerator Model stand out as giving a significantly better overall
forecast in terms of RMSE, followed by the CES Model II. In terms of
. Mean Simulation Error, the Autoregressive Model is the best, followed
by the Cobb-Douglas Model and CES Model II. The Dynamic Factor
Demand Model is by far the worst in terms of overall RMSE. This poor
overall performance is due mainly to unreasonable results in the
Construction (4), Trucking and Other Transport (44), Wholesale and
Retail Trade (48), and Real Estate (50) industries.

Figures 5.1.a through 5.1.h show simulation plots for the same
set of industries plotted in Chapter IV. Figures 5.1.a through 5.1.d
show the simulation comparisons of the first four models (AUT =
Autoregressive, ACC = Accelerator, COB = Cobb-Douglas, CES1 = CES 1)
with actual data. Figures 5.1.e through 5.1.h show the comparisons
for the other four models (CES2 = CES II, DPC = Generalized Leontief
Putty-Clay, DPP = Generalized Leontief Putty-Putty, BFW = Dynamic
Factor Demand). Note the erratic performance of the CES I model in
Other Chemicals (12); Stone, Clay, and Glass (18); and Railroads
(42). Even the simple Accelerator Model manages to forecast negative
investment in the Air Tranport (43) industry. The Dynamic Factor
Demand Model produces an unstable forecast in Construction (4), Iron
and Steel (19), Motor Vehicles (36), and numerous other industries.
In fact, a cursory glance at these charts suggests the same

conclusion as the total RMSE comparison at the end of Table 5.1;
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i.e., that the CES Model I and the Dynamic Factor Demand model are
clear losers in terms of goodness of fit.

Comparing simulation behavior across models, it is notable that
the two versions of the Generalized Leontief model produce similar
forecasts for most 1industries. The distinction between the
putty-putty formulation and the putty-clay does not seem to make much
difference in most cases. However, in industries such as Iron and
Steel (19) and Air Transport (43) the two versions are significantly
different. At the level of the total U.S. economy, these two models
are extremely close. Although the Autoregressive Model performs well
in terms of fit, it appears to drift through the middle of most of
the charts, producing a conservative, unimaginative forecast. All of
the o£her models pick up turning pointé better, even though they may
be poor at predicting the level of investment. It is curious that in
an industry such as Agriculture (1), none of the equations is able to
pick up the drop in investment that continued thréugh 1985. Also
remarkable is the Railroad (42) industry, in which five of the models
yield a close consensus, but it is a consensus which does not include
the actual data.

The summary for the total U.S. economy in Figures 5.1.a and
5.1.e shows some provocative results. Although the two closest
fitting models in terms of aggregate RMSE were the Accelerator,
followed by the Autoregressive, the CES and GL models, and even the
Dynamic Factor Demand model follow the overall turning points and

directions more faithfully.
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Table 5.1

COMPARISONS OF INVESTMENT SIMULATIONS USING SUMMARY STATISTICS
Single Equation Simulstions - Estimated to 1985 '

Simulation 10: Autoregressive Model
Simulation 11: Accelerator Model
Simutation 12: Cobb-Douglas Wodel
Simulation 13: CES Model 1
Simulation 14: CES Modet 1]

Simulation 15: Generalized Leontief Putty-Clay Nodel
Simulation 16: Generslized Leontief Putty-Putty Nodel
Simulation 39: Dynemic Factor Demand Model

1 Agriculture
simulation :1978 to 1965 Best 10
Root Mean Square Error 10 2000.9

NS Percent Error 10 0.2274
Nean Simulation Error 12 -184.58
Mean Percent Error 10 0.049%
AAPE 10 0.1988

Theil's Inequelity Cosf 10  0.9084
) 2 Crude Petroleum

Simulation :1978 to 1985 Best 10 .

Root Mesn Square Error 14 1217.7

RMS Percent Error 14 0.2852
Mesn Simulation Error 14 -854.85
Mean Percent Error 14 -0.2218
AAPE % - 0.2218

Theil's Inequelity Coef 14 0.9547
3 uining

simulation :1978 to 1965 Best 10

Root Mesn Squarse Error 10 486.0

RMS Percent Error 16 0.1983
Meon Simulation Error 16 -89.88
Nean Percent Error 1% 0.0087
AAPE 0.1562

Theil's Inequality Coef z: 0.8693
4 Construction

Simulotion :1978 to 1985 Best 10

Root Mesn Square Error 19 3512.9

RMS Percent Error 1" 0.3854
Mean Simulation Error 1% 2352.31
Mean Percent Error 1 0.2496

AAPE 1M 0.2676
Theil's Inequality Coef 15 0.8387

1"

1299.8
0.3210
-805.33
-0.1818
0.2860
1.0614

"

692.6
0.1988
-387.92
-0.0948
0.1681
1.1845

1"

1873.2
0.1395
-114.83
0.0120
0.1135

0.7287

12 13

3343.4  3955.2
0.64123  0.58
11875 1975.04
0.1313  0.3534
0.3498  0.4683
1.3686  1.1671
12 13

12719.2  1327.8
0.3339  0.4208
-956.48 -563.03
-0.2548 -0.0790
0.2876  0.4000
10136 1.1430
12 13

990.9  1041.6
0.2%9  0.3062
-674.42 -795.37
-0.1826 -0.2321
0.2754 0.2746

1.4806 1.4519

12 13
4130.5 5411.9
0.389% 0.5593

797.52 3405.43
0.1459  0.3828
0.2963  0.4326
S1.2214 vr.1877
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1%

650.4
0.2312
-155.84
-0.0017
0.1817
1.2235

1%

2089.4
0.1509

11.80
0.0223
0.1645
0.8795

PAGE 1

16 39
2974.9  4238.2
0.4658 0.6388
2391.54  1100.29
0.3314 0.2534
0.3314  0.47%2
1.2132  2.4804

16 39
1388.2 1281.5
0.3468 0.3037
-990.62 -825.29
-0.2533 -0.1987
0.2952 0.2514
0.9838 1.0132

16 3
490.9  560.8
0.1557 0.1592
-8.59 -301.07
0.0249 -0.0893
0.1320 0.1240
1.0384  1.2842

16 39
2045.0 14344.8
0.1764 0.9795
102.67 12435.75
0.0445 0.9177
0.1499 0.9M77
0.6554 4.1679



Table 5.1 (continued)

COMPARISONS OF IMVESTMENT SIMULATIONS USING SUMMARY STATISTICS
single Equetion Simulstions - Estimeted to 1985

Simulation 10: Autoregressive Model
Simulation 11: Accelerstor Model
Simulation 12: Cobb-Dougles Model
Simulation 13: CES Model 1
Simulation 14: CES Model 11

Simulation 15: Generalized Leontief Putty-Cley Model
Simulstion 16: Generalized Leontief Putty-Putty Model

Simulation 39: Dynamic Fector Demend Model

5 Food, Tobecco
Simulation :1978 to 1985 Best 10 n"

Root Mean Square Error 12 618.5 33.7
RMS Percent Error 12 0.1748 0.0921
Mean Simulation Error 12 554.51 209.54
Nean Percent Error 12 0.1554 0.0603
AAPE . o’ 0.1557 0.0762
Theil's Insquelity Coef 11 0.9595 0.7857
6 Textiles

Simuletion :1978 to 1985 Gest 10 1"

Root Mesn Square Error 12 127.0 160.7
NS Percent Error 13 0.1550  0.1904
Mean Simulstion Error 39 87.06 149.70
Mean Percent Error 39 0.1092 0.1750
AAPE 13 0.1360 0,1750

Theil's Inequality Coef 13 0.9%58 0.5080
7 knitting, Hosiery

Simulotion :1978 to 1985 Best 10 1"

Root Mesn Square Error 14 36.5 &1
RNS Percent Error 1% 0.1841 0.2943
Mean Simuletion Error 1% -17.66 -8.53
Hean Percent Error 1% -0.0665 -0.0178
AAPE % 0.1589 0.2289
Theil's Inequelity Coef 14 0.9958 11,5512

8 Apparel

Simulation :1978 to 1985 Best 10 1

Root Mean Square Error 39 121.4 192.4
RMS Percent Error 39 0.3876 0.6024
Heen Simulation Error 39 107.36 170.00
Nean Percent Error 39 0.3380 0.521%

AMPE 39 0.3380 0.5211
Theil's Inequality Coef 10 0.7797 1.5636

12

113.5
0.1390
84.47
0.1039
0.1140
0.9001

1
60.9

15.55
0.1613
0.3437
1.3233

12

176.0
0.5469
173.49
0.5292
0.5292
0.7833

13
1313.3

179,34
-0.3098
0.3098
1.8088

13

162.3
1.1124
141.99
0.9336
0.9408
1.2250

13

933.0
2.7

2.7610
2.7610
2.5161

285

1%
828.0

7221

0.1959
0.1959
1.3136

1%

9.7
0.1837
~2.41
0.0149
0.1499
0.9191

1%

288.0
0.8812
268.37
0.8097

1.8610

15

5.2
0.4120
-61.91

-0.3288
0.3954
1.6757

PAGE

16

4205
0.1189
318.85
0.0912
0.1024
0.8145

16

45.2
0.2551
-26.16
-0.1212
0.2322
1.3058

1018.7
0.2761
-901.59
-0.2427
0.2427
2.0221

4.9
0.2751
-9.88
-0.0483
0.2353
1.6816

106.2
0.3220

0.1775
0.2535
0.9257



Table 5.1 (continued)

COMPARISONS OF INVESTMENT SIMULATIONS USING SUMMARY STATISTICS
Single Equation Simulations - Estimeted to 1985

Simulation 10: Autoregressive Model
simulation 11: Accelerstor Model
Simulation 12: Cobb-Douglas Model
simulation 13: CES Model I
Simutation 14: CES Model Il

simutation 15: Generslized Leontief Putty-Cley Model
. $imulation 16: Generalized Leontief Putty-Putty Model

simulation 39: Dynamic Factor Demend Model

9 Paper
simutation :1978 to 1985 Best 10 1"
Root Mean Square Error 15 4£32.1 364.6
RMS Percent Error 15 0.1398  0.0966
Meen Simulation Error % 148.76 -140.26
Meen Percent Error 15 0.0603 -0.0318
AAPE 15 0.1107 0.0796
Theit's Inequality Coef 14 0.9300 0.8558

10 Printing
Simulation :1978 to 1985 Best 10 "
Root Meen Square Error 10 m.3 201.1
RMS Percent Error 1n 0.0807 0.0749
Mean Simulation Error 1% 63.23 -68.3
Meen Percent Error % 0.0363 -0.0232

AAPE 1 0.0661 0.0487
Theil's Inequality Coef 10 0.7387 0.8132

11 Agri. Fertilizers

Simulation :1978 to 1985 Best 10 "

Root Mean Square Error 16 221.6 208.2
RMS Percent Error 1" 0.8209 0.5119
Mean Simutation Error 16 176.83  25.50
Nean Percent Error 39 0.6258 0.2182
AAPE 1 0.6735 0.4403

Theil's Inequality Coef 10 0.8315 1.3310
12 Other Chemicals

simulation :1978 to 1985 Best 10 "
Root Mean Squere Error 12 764.3 $30.1
RMS Percent Error 172 0.1858 0.1264

Hean Simutation Error 16 617.00 212.73
Meen Percent Error 16 0.1506 0.0578
AAPE 12 0.1576 0.1012
Theil's Inequality Coef 12 1.0003 1.0416

1

327.8
0.1358
-260.37
-0.1195
0.1195

309.4
1.2998
214.23
0.8849

0.9538
0.8523

1?2

398.8
0.0993
138.45
0.03%6
0.0700
0.8313

13

1526.6
0.7500
1435.67
0.7049
0.7049
1.7075

13

762.6
2.9985
619.36
2.2623
2.3544
1.3517

286

1%

469.5
1.8310
269.55
1.1423
1.2804
1.3341

1%

835.1
0.1985
388.90
0.1016
0.1725
1.6214

.

1.6652

PAGE

16

1155.0
0.2614
-35.73
0.0113
0.2130
1.9343

926.4
0.267
-745.10
-0.21%9
0.2298
1.6658



Table 5.1 (continued)

COMPARISONS OF INVESTMENT SIMULATIONS USING SUMMARY STATISTICS
single Equetion Sfmulations - Estimeted to 1985

Simulation 10: Autoregressive Model
simulation 11: Accelerator Model
Simulation 12: Cobb-Douglas Model
Simulation 13: CES Model |
Simulation 14: CES Model 11

S!-.alcﬂu__-\ 15: Generalized Leontief Putty-Clay Model A
Simulation 16: Generalized Leontief Putty-Putty Model

Simulation 39: Dynamic Fector D d Model

13 Petroloum Refining

Simulation :1978 to 1985 Best 10 1"

Root Mean Square Error 12 454.2 350.8
RMS Percent Error 1% 0.2035 0.1513
Mean Simulation Error 12 -291.01  -304.47
Mesn Percent Error 12 -0.1037 -0.1366
MPE 12 0.1782 0.1366

Theil's Inequslity Coef 11 0.9578 0.3846
14 Rubber & Plastics

Simulation :1978 to 1935 Best 10 1"

Root Mean Square Error 10 254.9 310.9
NS Percent Error 10 0.2402 0.2856
Mean Simulation Error 39 85.66 136.65
Kean Percent Error 10 0.1002 0.1390

AMPE 10 0.1778  0.2063
Theil's Inequality Coef 10 1.0331  1.0871

15 Footwesr & Leather

Simulation :1978 to 1985 Best 10 1"

Root Mean Squere Error 15 35.7 2.7
RNS Percent Error 15 0.5240 0.4334
Meen Simulation Error 15 32.53 19.09
Nean Percent Error 15 0.4528 0.2751
AAPE 15 0.4528 0.3460
Theil's lnequality Coef 10 1.0583 1.8807

16 Lumber

Simulation :1978 to 1985 Best 10 1"

Root Mean Squere Error 11 267.0 222.7
RS Percent Error Ll 0.3512 0.2821
Mean Simulation Error 39 115.30 81.60
Mean Percent Error » 0.1892 0.1290

AAPE " 0.2773  0.2006
Theil's Inequatity Coef 15 0.9833 1.0366

1 13
307.5 611.3
0.1581  0.2574
-110.17 -533.99
-0.0249 -0.2383
0.1109 0.2383
0.%73 0.8525
12 13
301.8 1640.4
0.2755  1.4053
99.64 1518.35
0.1162  1.2456
0.2147  1.2456
1.1986  1.8638
12 13
42.4 62.1
0.6055 0.8731
40.60 60.38
0.5533 0.8140
0.5533 0.8140
1.1861  1.417
1 13
408.3 1785.8
0.5271  2.2041
130,64 1625.95
0.2460 1.8805
0.4170  1.8805
1.6049 2.188¢9

287

1%

331.3
0.1490
-183.73
-0.0748
0.1341
0.8072

2.8457

.

PAGE 4

1 39
1001.5  1130.9
0.5009 0.5098
-569.45 -1072.29
-0.1878 -0.5048
0.4782 0.50438
1.4293 0.9633

16 39
707.3  618.7
0.6323 0.5004
370.02  61.06
0.3241  0.1059
0.4203  0.4509
2.6676 2.1790

16 39
33.2 28.9
0.4435 0.3643
%.93  -18.92
0.3367 -0.2286
0.3733  0.3195
1.7348 1.7

16 3
306.8 379.5
0.3907 0.4489
226.20 18.50
0.2780 0.1159
0.2849  0.3628
0.7162 1.5754



Table 5.1 (continued)

COMPARISONS OF INVESTMENT SIMULATIONS USING SUMMARY STATISTICS
Single Equetion Simulations - Estimeted to 1985

Simulation 10: Autoregressive Model
Simulation 11: Accelerstor Model
Simulation 12: Cobb-Douglas Model
Simulation 13: CES Model ]
Simulation 14: CES Model 11

Simulation 15: Generalized Leontief Putty-Clay Nodel
Simulation 16: Generalized Leontief Putty-Putty Model

Simulation 39: Dynemic Fector Demend Nodel

17 Furniture
Sisulation :1978 to 1965 Best 10 1"
Root Mean Squere Error 11 64.5 40.7
RNS Percent Error " 0.2299 0.1377
Mean Simulation Error 12 42.64 32.20
Nean Percent Error 12 0.1587 0.1113
AMPE 1" 0.1943  0.1212

Theil's Inequality Coef 11 1.0067 0.7685
18 Stone,Cley & Glass

Simulation :1978 to 1985 Best 10 "

Root Mean Square Error 16 304.2 273.5
RMS Percent Error 16 0.2687 0.2177
Mean Simulation Error 1 85.61 53.28
Mean Percent Error 39 0.1145  0.0629

AAPE 16 0.209¢ 0.1783
Theil's Inequality Coef 15 0.9543  1.2466

19 tron & Steel

Simutation :1978 to 1985 Best 10 1"

Root Mean Square Error 11 547.6 301.3
RMS Percent Error n" 0.3258 0.1579
Mean Simulation Error 1" 341.41  116.26
Nean Percent Error 11" 0.2036 0.0771
AAPE )] 0.2238 0.13%9

Theil's Inequelity Coef 11 0.9392 0.8352

20 Non-Ferrous Metels

simulation :1978 to 1985 Best 10 n

Root Mean Square Error 10 128.7 141.6
RMS Percent Error 10 0.1210  0.129
Mean Simulation Error 10 17.56 69.91
MHean Percent Error 10 0.0270 0.0674
AAPE 10 0.1065 0.1108

Theil's Inequality Coef 39 0.9390 0.8867

288

13

290.6
0.9931
274.31
0.9116
0.9116
1.7324

13

548.4
0.5057
471.20
0.4227
0.4579
1.3913

1%

0.2020

50.01
0.1705
0.1705
0.8081

%
39%9.9

-232.27
-0.1511
0.2111
1.8917

1%

750.9
0.4051
515.36
0.2608
0.2742
2.3109

1%

214.5
0.1953
159.67
0.1452
0.1486
1.0590

15

0.1729
-178.65
=0.1171

0.1421

PAGE S

1% 3»
65.7 63.5
0.2134 0.2077
52.22 4409
0.1660 0.1451
0.1739  0.1593
1.2922 1.511

16 39
211.2  495.7
0.1641  0.3444
75.66 -106.54
0.0613 -0.0586
0.1378  0.2905
0.8382 2.1267

16 39
666.6 1553.7
0.3820 0.6534
366.24 -1355.77
0.2231 -0.5829
0.2636 0.5329
1.6289 3.3645

1% 39
218.1 180.1
0.1919  0.1474
-112.86 -155.81
-0.1004 -0.1296
0.1739  0.129%
0.9327 0.6124



Tabie 5.1 (continued)

COMPARISONS OF INVESTMENT SIMULATIONS USING SUMMARY STATISTICS
Single Equation Simulations - Estimated to 1985

Simulation 10: Autoregressive Model
Simutation 11: Accelerator Model
Simulation 12: Cobb-Douglas Model
Simulation 13: CES Model 1
Simulation 14: CES Model 11

Simulation 15: Generalized Leontief Putty-Cley Model
Simulstion 16: Generalized Leontief Putty-Putty Model

simutation 39: Dynemic Factor Demand Model

21 Metal Products

Simulation :1978 to 1965 Best 10 1n"

Root Mean Square Error 10 323.3 357.6
RMS Percent Error " 0.2014 0.1933
Nean Simulation Error 16 128.98 181.79
Nean Percent Error 16 0.0909 0.1100

AAPE 10 0.1397 0.1638
Theil's Inequatity Coef 10 0.9968 1.1664

22 Engines & Turbines

simulation :1978 to 1965 Best 10 1

Root Mesn Square Error 13 55.6 63.1
RNS Percent Error 13 0.1721  0.2029
Mean Simulstion Error 1" -13.56 -5.75
MNean Percent Error 10 -0.0105 0.0152

AAPE 13 0.1492 0.1719
Theil's Inequality Coef 13 1.0228 0.9551%

23 Agri. Machinery
S’imlotlon 31978 to 1985 Best 10 1

Root Mean Squsre Error 14 58.7 33.5
RMS Percent Error 1" 0.4191  0.1549
Meon Simulation Error % 18.36 -8.09
Mesn Percent Error 1" 0.2003 0.0048
AAPE 1 0.3052 0.1384
Theil's Inequality Coef 14 0.979%0 0.6937

25 Metalworking Mechinery

Simulation :1978 to 1985 Best 10 "

Root Mesn Square Error 1% 70.8 36.8
RMS Percent Error n" 0.2163  0.0967
Nean Simulation Error 12 11.95 -19.58
Mean Percent Error 12 0.0617 -0.0525

MPE 1 0.1654 0.0786
Theil's Inequality Coef 11 0.9824 0.6M8

1 13
378.3  997.0
0.2320 0.5796
141.9¢ &33.65
0.1020 0.4616
0.1768 0.48%8
1.0602 1.6581
12 13
57.0 52.5
0.2056 0.1403
30.86 -29.39
0.1205 -0.0726
0.1665 0.1243
1.0266 0.88%
12 13
86.1 76.0
0.6642 0.5183
39.07 5.57
0.3587 0.1735
0.4507  0.4109
0.9914  1.0845
12 13
9.6 107.4
0.1996  0.2447
7.25 -78.67
0.0503 -0.1781
0.1648 0.2258
1.1038  1.1485

289

0.1115
1.2801

1%

0.2165
38

0.0612
0.1823
1.0027

%

54.1
0.1316
41.58
0.1046
0.1136
0.7471

.

15

6.0
0.3250
-50.33

-0.2613
0.2840
0.9548

15

127.4
0.3416
-43.12

-0.1370

1.2073

16

127.2
0.3207
42.45
0.0931
0.2260
1.7458

39

7.9
0.2162
27.42
0.1011
0.1840
1.0114



Tabie 5.1 (continued)

COMPARISONS OF INVESTNENT SIMULATIONS USING SUMMARY STATISTICS
single Equation Simulations - Estimated to 1985

Simulation 10: Autoregressive Model

Simulation 11: Accelerator Model

simuletion 12: Cobb-Douglss Model

Simulation 13: CES Model I

Simulation 14: CES Model [1

simulation 15: Generalized Leontief Putty-Clay Model
Simulation 16: Generalized Leontief Putty-Putty Model
Simslation 39: Dynamic Factor Demand Model

27 Special industry Machinery

sSiaulation :1978 to 1985 Best 10 1" 12

Root Meen Square Error 14 39.5 1.3 0.7
RMS Percent Error 13 0.2425 0.1611 0.2492
Mean Simulation Error 13 26.78 1.2 30.66
Meen Percent Error 13 0.1577 0.0788 0.1741
AAPE 1 0.1762 0.1187 0.1751

Theil's Inequality Cosf 14 0.9358 0.8647 1.1023
28 Nisc.nonelec. Machinery

Siaulation :1978 to 1985 Best 10 1 12

Root Mean Square Error 11 209.2 119.2  254.3
RMS Percent Error 1" 0.1518 0.0730 0.1837
Mean Simulation Error 10 -6.48 -B0.47 -11.45
Mean Percent Error 1 0.0144 -0.0515 0.0133

AMPE 1" 0.1166 0.0583 0.1597
Theil's Inequality Coef 11 1.0293 0.4977 1.0198

29 Computers & Other

Simulation :1978 to 1985 Best 10 1" 12

Root Nean Squere Error 39 341.5 319.7 564.9
RMS Percent Error " 0.1749 0.1418 0.2634
Mean Simulestion Error 39 -2906.75 -205.65 -456.66
MNean Percent Error 39 -0.1689 -0.0920 -0.2413
AAPE 1% 0.1689 0.1228 0.2413

Theil's Inequality Coef 10 0.4376 0.5710 0.6355
30 Service Industry Machinery

Simulation :1978 to 1985 Best 10 1 12

Root Mean Squere Error 10 2.0 49.4 33.9
RMS Percent Error 10 0.1256 0.2085 0.1636
Nean Simulation Error 10 4.12 21.97 15.61
Mesn Percent Error - 39 0.0282 0.0971 0.0780

_ MPE 10 0.1057 0.1570 0.1134
Theil's Inequality Coef 12 1.2357 2.0009 0.9969

13

26.7
0.1484
-4.65
-0.0027
0.1198
0.9688

13

397.9
0.2383
-325.96
-0.1974
0.2023
1.1142

13

663.3
0.3141
-540.53
-0.2875
0.2875
0.7723

290

1%

26.1
0.1527
17.66
0.1017
0.123¢9
0.8414

1%

216.9
0.1395
-149.67
-0.0991
0.1143
0.7305

1%

341.4
0.1509

-0.0957
0.1074
0.8615

%

48.6
0.2089

0.1415
0.1817
1.5391

I3

13

181.5
0.9037
-178.20
-0.8872
0.8872
3.6151

PAGE

16

677.8
0.5115
664.57
0.4717
0.4717
0.9893

16

118.6
0.5065
-30.16

-0.1319
0.4091
3.9957

38.9
0.2317

2.60
0.1552
0.1803

3

817.6
0.5534
250.%
0.1540

3.5351

308.1
0.1423
-6.36

0.1089
1.3426



Table 5.1 (continued)

COMPARISONS OF INVESTMENT SIMULATIONS USING SUMMARY STATISTICS
Single Equation Simulations - Estimeted to 1985

Simulation 10: Autoregressive Model
Simulation 11: Accelerator Model
Simslation 12: Cobb-Douglas Model

Simuslation 13: CES Model |
Simulation 14: CES Model 11

Simulation 15: Generslized Leontief Putty-Cley Model
Simulation 16: Generalized Leontief Putty-Putty Model
Simulation 39: Dynamic Fector Demend Model

31 Communications Machinery

Simulation :1978 to 1985 Best

Root Mesn Square Error 11

RMS Percent Error 12
Mean Simulation Error 1
Mean Percent Error 1"
MPE 12

Theil's lmq.l!ty Coef 10

10

32 Neavy Electrical

Sisutstion :1978 to 1985 Best

Root Mean Square Error 12 '
1

RMS Percent Error 2
Mean Simulation Error 12
MNean Percent Error 1"
AAPE 12
Theil's Inequality Coef 11

10

96.2
0.1455
-39.48

-0.0387
0.1295
0.7

1

564.2
0.2110
~100.30
0.0301
0.1753
0.8749

Nachinery -

n

92.6
0.1616
-15.53

-0.0002
0.1421
0.7832

33 Household Appliances

Simulation :1978 to 1965 Best

Root Mean Square Error 10

MS Percent Error 10
Nean Simulation Error 39
Mean Percent Error .39
AAPE 10

Theil's Inequality Coef 10

10

2.5
0.1458

7.64
0.0628
0.1325
1.016

“.7
0.2983
17.80
0.1273
0.2101
1.9458

-

12 3
626.1  1312.%
0.1958  0.3844
-353.44 -1037.45
-0.0736 -0.3173
0.1728 0.3424°
0.7653  0.9701

1 13
85.2  212.6
0.1422  0.3085
-12.95 -173.19
0.0048 -0.2563
0.1253 0.2705
0.9713  1.1700

12 3
29.4 36.4
0.1887  0.2265
20.00 14.25
0.1342° 0.1035
0.1667 0.1826
1.0843 2,194

34 Elec. Lighting & Wiring Equip

Simulation :1978 to 1985 Best

Root Mesn Square Error 10

RS Percent Error 10
Meon Simulation Error 10
Mean Percent Error 10
AMPE 10

Theil's Inequality Coef 10

10

55.0
0.1188
22.43
0.0542
0.0906
1.0752

1"

61.9
0.1213
35.58
0.0703
0.1063
1.1999

12

3.4
0.1631
55.48
0.119%% -
0.1201
1.1475

- 291

1%

632.5
0.2747
243

0.1511
0.2250
1.7266

.

13

1138.3
0.6087
916.57
0.4561
0.4567
1.4530

15

213.3
0.3331
~134.06
-0.1775

1.1470

15

114.4
0.2245
42.81
0.0770

1.9007

PAGE

o73.7
0.5316
642.21
0.3535
0.3895
1.3552

16

169.8
0.297%
-42.27

-0.0228
0.2668
1.2995

16

116.1
0.2273
47.22
0.0860
0.2110

2.4713

112.9
0.2312
-25.61

-0.0555
0.2010
2.1783



"

Table 5.1 (continued)

COMPARISONS OF INVESTMENT SIMULATIONS USING SUMMARY STATISTICS
single Equetion Simulations - Estimeted to 1985

Simutation 10: Autoregressive Model
sSimuletion 11: Accelerator Model
Simulation 12: Cobb-Douglas Nodel
simulation 13: CES Model 1
Simulation 14: CES Model Il

Simulation 15: Generalized Leontief Putty-Cley Modetl
Simutation 16: Generalized Leontief Putty-Putty Model
Simulation 39: Dynemic Factor Demend Model

35 Redio,Y.V. Receiving, Phono

Simulation :1978 to 1985 Best 10

Root Mesan Square Error 11 8.9
RMS Percent Error " 0.1604
Mean Similstion Error 12 -15.93
Neean Percent Error " «0.089%9

AAPE " 0.1403
Theil's Inequality Coef 11 1.0093

36 Wotor Vehicles
Simulation :1978 to 1985 Best 10
Root Mean Square Error 14 1198.1

RMS Percent Error 15 0.4573
Mean Simulation Error 1" -413.82
Meon Percent Error 16 0.0205
AAPE 15 0.3643

Theil's Inequelity Coef 10 0.9969

37 Aerospace
Simulation :1978 to 1985 Sest 10

Root Mesn Square Error 14 380.3
RMS Percent Error 15 0.3422
Mean Simulation Error " -305.81
Meon Percent Error 12 -0.2468

AAPE 1% 0.3280
Theil's Inequality Coef 10 0.9120

38 ships & Boats
simutetion :1978 to 1985 Best 10

Root Meen Square Error 11 41.8
RMS Percent Error 1" 0.2471
Mean Simulation Error 16 3.15
Mean Percent Error 16 0.148

APE 16 0.1911
Theit's Inequelity Coef 11 1.0643

1"

30.6
0.1697
21.86
0.126
0.1495
0.6775

12 3
19.5  42.8
0.1606 0.2616
S.16  -31.36
0.0522 -0.1986
0.1015  0.1986
0.9500 1.7588
12 13
1229.4  2189.9
0.5375  1.1681
-195.28  1446.75
0.1190 0.7810
0.4104  0.8870
1.0781  1.7997
12 13
23.7  556.1
0.3069 0.5020
-106.67 -432.72
-0.0295 -0.3469

1 13
93.8 57.9
0.4967 0.2892
81.84  37.15
0.4220 0.1918
0.4220 0.2162
0.6924 1.772%

292

%

1031.5 -
0.3898
-444.37
-0.1683
0.3214
1.1307

0.1512
0.8473

PAGE 9

16 »
53.6 21.9
0.3742 0.1514
29.66 -10.49
0.1865 -0.058¢9
0.3120  0.1389
2.3122 0.%476

16 39
1444.6 2516.9
0.3754 0.7443
-311.11 -1172.33
-0.0007 -0.2092
0.3284 0.6517
1.1263  1.4431

16 39
289.8 4295
0.3025 0.4291
-108.68 -340.11
-0.0371 -0.2650
0.2755 0.4161
1.2557 1.2860

16 39
36.6 61.3
0.1698 0.2904
-8.26 -27.9%0
-0.0166 -0.1268
0.1330 0.2162
0.8932 1.6861



Table 5.1 (continued)

COMPARISONS OF INVESTMENT SIMULATIONS USING SUMMARY STATISTICS PAGE 10

Single Equation Simulations - Estimsted to 1985

Simulation 10: Autoregressive Nodel

Simulation 11: Accelerator Modet

Simulation 12: Cobb-Dougtas Model

Simulation 13: CES Model 1

Simulation 14: CES Model 11

Simulatiog 15: Generalized Leontief Putty-Clay Model
Simulation 156: Generslized Leontief Putty-Putty Nodel
Siauletion 39: Dynanic Factor Demand Nodel

39 Other Trans. Equip.

Simulation :1978 to 1985 Best 10 1" 12 13 % 15 16

Root Mean Square Error 11 68.0 2.3 46.4 81.1 67.6 sr.2 49.3
RMS Percent Error 1" 0.4543 0.1115 0.3073 0.3813 0.3960 0.2612 0.2155
Mean Simulation Error 1" 56.82 -12.57 26.5% -60.72 .4 -38.85 -31.30
Ilom Percent Error 1 0.3586 -0.0567 0.1767 -0.3169 0.2347 -0.1884 -0.147%9

1n 0.3586 0.0910 0.2386 0.3169 0.3291 0.2078 0.7
Yhoil'n Inequality Coef 11 0.9590 0.7349 0.9781 1.8624 1.4192 1.0316 0.9900

40 Instruments

Simulation :1978 to 1985 Best 10 1" 1 13 1% 15 16
Root Mean Square Error 10 136.8 150.3 180.3 193.5 182.0 283.3 219.5
RNS Percent Error 10 0.1628 0.1875 0.2142 0.2810 0.2585 0.4224 O.
Meon Simulation Error 10 5.41 14.98 -16.84 37.19 80.50 54.28 -33.97

lun Percent Error 16 0.0442 0.0606 0.0309 0.1005 0.1404 0.1502 0.0214
10 0.1359 0.1467 0.1887 0.1775 0.1950 0.2939 0.2068
'IMN': Inoquality Coef 39 0.8907 0.8144 1.0412 1.3057 1.2390 1.5927 1.6435

41 Niscellaneous Marufacturing

Simuletion :1978 to 1965 Best 10 11 12 13 14 15 16

Root Mean Squere Error 11 &3.1 63.8 .5 6.3 9.7 128.6 126 .4
RMS Percent Error 13 0.2711 0.1958 0.2586 0.1915 0.2985 0.3515 0.3474
Mean Simulation Error 39 69.69 46.04 63.93 -8.44 .55 4.5 47.52
Nean Percent Error 3 0.2202 0.1469 0.2043 -0.0058 0.2456 -0.1236 0.1426
AAPE 39 0.2319 0.179¢ 0.2043 0.1724 0.278( 0.3183 0.2622
Theil's Inequality Coef 12 0.8215 1.0898 0.8212 1.6103 1.5277 2.1132 2.5509

42 Reilroads

Simulation :1978 to 1985 Best 10 1" 12 13 % 15 16

Root Mean Square Error 14 2105.7 1307.3 2439.7 3480.8 1298.6 1358.2 1316.4
RMS Percent Error n" 0.6212 0.2931 0.7432 0.8040 0.3744 0.3102 0.3628
Mean Simulation Error 1% -637.28 -340.92 -687.55 -2732.19 -172.98 -369.36 -216.75
Nean Percent Error 1 0.1421 0.0556 0.1891 -0.6308 0.121% 0.0593 0.1118
AAPE " 0.5038 0.2791 0.6078 0.7926 0.3249 0.2899 0.3181
Theil's Inequality Coef 16 0.9657 0.7106 1.0663 1.4072 O0.745t 0.6821 0.56239

293

39

ar.4
0.4508
-44.76
-0.1962
0.3395
2.6312

215.8
0.1942
-153.83
-0.1426
0.1697
0.7893

87.9
0.2319
-1.54

0.1615
1.9055

1538.1
0.53%
-670.96
-0.1319
0.4164
1.0280
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Table 5.1 (continued)

COMPARISONS OF INVESTMENT SIMULATIONS USING SUMMARY STATISTICS PAGE 11
$ingle Equation $imulations - Estimeted to 1965

Simulation 10: Autoregressive Model

Simulation 11: Accelerator Model

Simulation 12: Cobb-Douglas Model

Simulation 13: CES Modet |

Simulation 14: CES Model 11

Simulation 15: Generalized Leontief Putty-Clay Model
Simulation 16: Generslized Leontief Putty-Putty Model
Simulation 39: Dynamic Factor Demend Model

43 Air Transport

Simulation :1978 to 1965 Best 10 " 12 13 % 15 16 »
Root Nean Squere Error 11 1339.4 1070.9 1357.5 1231.6 1217.9 2675.6 3369.6 2152.4
RMS Percent Error 1)) 0.2015 0.1918 0.1944 0.1974 0.2078 0.4880 0.6269 0.3505
Nean Simulation Eryor 1" -966.87 77.92 -870.13 -353.74 -672.26 1659.65 449.41 -1475.12
Mean Percent Error 1" -0.1391  0.0185 -0.1219 -0.0277 -0.1021

2956 0.1165 -0.2309
4078 0.4975 0.29%40

0
1 0.1865 0.1751 0.1540 0.1681 0.182%6 ©0
1.7304 2.5267 1.0380

AAPE
Theil's Inequality Coef 14 0.9091 0.9904 0.9543 1.0653 0.79¢1
&4 Trucking & Other Yransport

Simulation :1978 to 1985 Best 10 i) 12 13 1% 15 16 39 .

Root Mean Squere Error 11 1241.9  1064.8  1465.9 2918.1 1204.9 1398.0 1675.5 5877.2
RMS Percent Error 1 0.1425 0.1323 0.1833 0.3591 0.1508 0.1758 0.2185 0.7021
Mean Simulation Error 12 -759.75 -709.79 130.23 -2341.51 432.54 -1170.85 -1402.03 -5600.16
Nean Percent Error 12 -0.0824 -0.0876 0.0276 -0.2853 0.0567 -0.1459 -0.1786 -0.6796

AMPE % 0.1204 0.1248 0.1606 0.3154 0.1176 0.1572 0.1879 0.6796
Theil's Inequality Coef 16 1.0340 0.9217 0.9820 1.6266 0.9938 0.8343 0.6769% 2.6291

45 Communicetions Services

Simulation 1978 to 1985 Best 10 1" 12 13 1% 15 16 39

Root Mean Squere Error 14 2162.2 2286.6 3235.7 2950.2 1402.6 3392.4 3023.6 3548.0
RNS Percent Error % 0.1214 0.1277 0.1829 0.1534 0.0751 0.2319 0.2061 0.2420
Mean Simuletion Error 1% -1963.11 202494 -2987.37 -2289.40 -44h.13 2496.10 1609.58 2878.62
Mean Percent Error 14 -0.1149 -0.1169 -0.1759 -0.1270 -0.0195 0.1712 0.119%6 0.196
AMPE 1% 0.1149 0.1169 0.1759 0.1270 0.0633 0.1761 0.1700 0.2049

Theil's Inequality Coef 10 0.5811 0.6859 0.7625 0.9580 0.8039 1.1569 1.1765 1.1542

46 Electric Utilities

Simulation :1978 to 1985 Best 10 1" 12 13 % 15 1% 39

Root Mean Square Error 11 3193.5 1300.7 2226.8 2029.0 1389.0 2560.7 2061.8 2565.0
RMS Percent Error 1" 0.4942 0.1466 0.1844 0.2347 0.1838 0.2733 0.2275 0.2240
Hean Simulation Error 1" 2787.61  -48.61 -T97.09 446.73  441.09 -1467.85 -599.22 -1509.60
Mean Percent Error 16 0.4287 0.0321 -0.0555 0.1277 0.1005 -0.1599 -0.0320 -0.1633
AAPE " 0.4287 0.1152 0.1247 0.2172 0.1666 0.2341 0.1986 0.1666

Theil's Inequality Coef 11 0.7406 0.6540 0.9502 1.0018 0.8921 0.8288 0.8521 0.9600

294
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Table 5.1 (continued)

COMPARISONS OF INVESTMENT SIMULATIONS USING SUMMARY STATISTICS
single Equation Simulations - Estimated to 1985

Simulation 10: Autoregressive Model
Simulation 11: Accelerstor Modet
Simulation 12: Cobb-Douglas Nodel
Simulation 13: CES Model I -
Simulation 14: CES Model I

Simulation 15:
Simulation 16:
Simulation 39:

Generalized Leontief Putty-Clay Model
Generalized Leontief Putty-Putty Model
Oynamic Factor Demsnd Model

47 Ges,uater & Sanitation

Simulation 1978 to 1965 Best

Root Wesn Square Error 10
RMS Percent Error 10
Moan Simulstion Error %
Moan Percent Error 1%
AAPE 10

Theil's Inequality Coef 10

48 wholesale & Retail trade

Simulation :1978 to 1985 Best

Root Mean Square Error 10
RMS Percent Error 10

Mesn Simulation Error 10
Meon Percent Error 10
AAPE 10

Theil's Inequslity Coef 16

10 " 12
11203 1309.6 1641.7
0.2510 0.2961 0.3869

-803.00 -940.27 -1386.19
-0.1760 -0.2147 -0.3282
0.2267 0.2342 0.361
0.9792 1.2802 1.3107

10 1 12
3496.4 STES.9  4404.7
0.1235 0.1740 0.1846
-916.80 -4929.60 3491.44
-0.0145 -0.1612 . 0.1404
0.1173  0.1612 0.1404

0.899% 0.5518 0.6916

49 Finence, Insurance & Services

Stmulation :1978 to 1985 Best

Root Mean Squere Error 10
RMS Percent Error 10
Mean Simulation Error 12
Mean Percent Error 15
AAPE %

Theil's Inequelity Coef 10

‘50 Real Estate

Sfaulation :1978 to 1985 Best

Root Mean Square Error 10
RMS Percent Error 10
Meon Simulation Error 13
Mesn Percent Error 13
AAPE 10

Theil's Inequality Coef 15

10 1" 12
829.1 1903.0 1081.6
0.1123  0.1648 0.1183
456.97 -1091.00 110.35
0.0526 -0.1014 0.0473
0.0934 0.1227 0.1128
0.3871 0.7026 0.6059

10 1" 12
1165.9 1601.6 1528.5
0.1355 0.1996 0.1823
~996.42 -1480.43 -1116.92
~-0.1200 -0.1855 -0.1361
0.1200 0.1855 0.1446
0.7897 0.8080 1.209%

13

2638.1
0.6439
<2454.67
-0.6152
0.6152
1.9009

13

810.4
0.2887
-7831.48
-0.2764
0.2764
0.6408

13

2461.3

0.2372
-1810.35
-0.2000
0.2000
0.7590

13

2814.8
0.3369
768.40
0.0776
0.2711
2.1897
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1%

1176.2
0.2891
~702.25
-0.1450
0.2531
1.4893

%

5807.4
0.1807
-5096.10
~0.1708
0.1708
0.6298

1%

1338.6
0.1169
-615.91
-0.0505
0.0798
0.6688

%

2502.8
0.3006
-2033.7
-0.2482
0.2482
1.3266

15

1850.9
0.4595
-\775.70
-0.4536
0.4536
1.1950

15

7766.5
0.2438
-6350.58
-0.2081
0.2128
0.5591

1900.4
0.1912
-505.08
-0.0046
0.1651
0.7547

15

2472.0
0.3135
-2396.00
-0.3020
0.3020
0.7147

PAGE 12

16 ko
1780.0 2346.2
0.4362 0.5739
-1692.28 -2242.47
-0.4301 -0.5670
0.4301  0.5670
1.2053  1.4076

16 39
6344.7 13778.2
0.2039 0.4498
-5460.32-12840.76
-0.1845 -0.4437
0.1845 0.4437
0.5037 1.1458

16 39
2202.8  7495.9
0.2224 0.9644
~964.00 -7204.19
-0.0632 -0.9633
0.1836 0.9633
0.7623  1.4980

16 39
2r57.2  B0W9.9
0.3503  1.0000
-2698.27 -8039.88
-0.3405 -1.0000
0.3405 1.0000
0.7652 2.2507



Table 5.1 (continued)

COMPARISONS OF INVESTMENT SIMULATIONS USING SUMMARY STATISTICS
Single Equetion Simulations - Estimeted to 1965

Simuletion 10: Autoregressive Model
Simulation 11: Accelerstor Mode!
Simulation 12: Cobb-Dougles Model

Simuletion 13: CES Model 1
Simulation 14: CES Model 11

Simulation 15: Generslized Leontief Putty-Clay Model
Simulation 16: Generalized Leontief Putty-Putty Model
Sisuletion 39: Dynamic Factor Demand Mocel

51 Notels & Repairs Ninus Auto

Simulation :1978 to 1965 Best 10 "

Root Mean Square Error 39 443.6 372.5
RNS Percent Error 0.1383  0.1435
Nean Simulation Error 15 -129.25 156.32
Neen Percent Error 15 -0.0224 0.0737
APE 39 0.1233 0.1216
Theil's Inequality Coef 11 0.9207 0.7420

52 Business Services

Simuletion :1978 to 1965 Best 10 1"

Root Mesn Square Error 12 1290.8 1595.7
RMS Percent Error 12 0.1381 0.1672
Mesn Simulation Error 172 ~926.29 -1249.68
Mean Percent Error 17 -0.1019 -0.1382
AMPE 12 0.1237  0.1475
Theil's Inequelity Coef 11 0.8541 0.4959

53 Auto Repair

Simulation :1978 to 1985 Best 10 1

Root Meon Squere Error 16 979.6 956.4
RMS Percent Error 1)) 0.1854 0.1537
Mean Simuletion Error 10 -138.77 -645.54
Mean Percent Error 10 0.0209 -0.1178
AMPE H 0.1564 0.1201
Theil's Inequelity Coef 13 0.9225 0.7299

54 Movies L Amusements

Simulation :1978 to 1985 Best

Root Mean Squere Error 10

RNUS Percent Error 10
Hean Simulation Error 12
Mean Percent Error "
AAPE 10

Theil's Inequality Coef 14

1"

218.3
0.1253
-17.29.
0.0054
0.1129
0.9128

172

462.8
0.1706
158.75
0.0
0.1440
0.9214

172

795.7
0.0844
-233.21
-0.0129
0.0744
0.7074

12

842.3
0.2090
353.7
0.1257
0.1807
0.7923

1

231.6
0.1335
-8.87
0.0109
0.1165
0.9900

13

706.1
0.2129
-567.47
-0.1840
0.1840
1.3629

13

1464.8
0.1837
-1149.53
-0.1407
0.1489
1.2048

13

1044.1
0.1919
-850.38
-0.1731
0.1731
0.6183

13

290.6
0.1780
59.80
0.0530
0.1443
1.2989

296

%

1355.3
0.1354
-665.03
-0.0643
0.0945
1.1736

%

1039.6
0.1740

-0.1434

0.1485
0.7105

0.7187

3

15

451.5
0.1541
-25.32
0.0115
0.1614
0.8895

15

2018.2
0.2123
-1364.26
-0.1379
0.1795
0.7709

15
827.1
0.1078

0.1566
0.9028

PAGE 13

16 3
588.3  284.9
0.2234 0.0921
168.12 -132.66
0.0763 -0.0372
0.1834 0.0727
1.2661  0.8651

16 39
25164.3  2182.1
0.2667 0.2331
-1914.60 -1827.9%%
-0.2086 -0.2133
0.2410 0.2133
0.9510 0.7460

16 »
813.6 1378.5
0.2001 0.2219
-336.95 -1018.89
-0.0776 -0.1897
0.1789 0.1897
0.7620 0.8286

16 39
428.5 651.3
0.2560 0.3781-
367.55 -345.97
0.2137 -0.1929
0.2137 0.2628
1.5490 2.7367
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Tabie 5.1 (continued)

COMPARISONS OF INVESTMENT SIMULATIONS USING SUMMARY STATISTICS PAGE 14
Single Equation Simulations - Estimeted to 1985

Simutation 10: Autoregresaive Model

Simulation 11: Accelerator Model

Simulation 12: Cobb-Douglas Model

Sisutation 13: CES Model I

Simutation 14: CES Model II

Simulation 15: Generalized Leontief Putty-Clay Nodel
Simutation 16: Generalized Leontief Putty-Putty Nodel
Simulation 39: Dynamic Factor Demsnd Model

55 medical & Ed. Services

Simulation :1978 to 1985 Best 10 " 1 13 1% 15 16 39

Root Mean Square Error 12 1439.2  1624.6 1170.7 1507.5 1414.0 1744.5 2223.8 1971.1
RMS Percent Error 1% 0.1647 0.1565 0.1471 0.1461 0.1401 0.1823 0.2199 0.1848
Meen Simutation Error 10 -208.13 -763.15 303.80 -480.98 -564.86 -578.97 -1381.18 -986.44
Meen Percent Error 10 0.0144 -0.0456 0.059% -0.0197 -0.0283 -0.0197 -0.1107 -0.0629
AAPE 1 0.1462 0.1465 0.1233 0.1274 0.1245 0.1605 0.2049 0.1737
Theil's Inecquality Coef 11 0.9432 0.7793 0.9095 1.2310 0.8014 0.9673 1.2611 0.9778

Renking of Simulations by Eech Statistic

sSimuletion 10 n" 1 13 1% 15 16 39
Root Mesn Square Error 15 1% 7 1 8 2 3 3
RMS Percent Error 12 19 H 6 5 4 H 2
Meen Simulation Error 8 9 n 2 9 2 - 7
Mean Percent Error 8 10 8 2 [ 4 6 1]
AAPE 12 15 8 2 7 3 2 [
Theil's Inequality Coef 17 14 3 3 7 4 3 2
Total RMSE and MSE Across all Industries
sSimulation @ 10 " 12 13 1% 15 1% 39

Root Mesn Square Error 36685.0 358646.0 41358.5 66693.8 39699.8 50738.2 49852.9 89244.8
Meon Simulstion Error  -2984.68-14359.17 -4335.30 -9757.98 -4697.49 -9364.14-10871.91-35396.41
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2.b. Real-Side Simulations

Table 5.2 shows results corresponding to Table 5.1 for the full
real-side versions of the within-sample-period simulations (estimated
1953 to 1985, simulated 1978 to 1985). Turning to the last page of
this table, it is remarkable how much the results differ from the
single-equation forecast. In this set of simulations the
Autoregressive Model is a clear winner by wide margin if judged by
RMSE, RMS Percent Error, or AAPE. If judged by MSE or MPE, the
Accelerator and the Cobb-Douglas models are also strong contenders,
although only the Cobb-Douglas Model comes close to the
Autoregressive if judged by total RMSE. 1In this set of simulations,
the Dynamic Factor Demand Model does much worse than in the
single-equation simulations, and is still the absolute worst in terms
of overall fit. Both of the Generalized Leontief Models also suffer
from much higher levels of total RMSE than in the single-equation
simulation. The CES Model I ranks closely to the Generalized
Leontief models.

Figures 5.2.a through 5.2.h contain the simulation plots. A
quick glance at these plots bears out the same findings as the
summary information at the end of Table 5.2: (1) the simulation
performance of the full real-side simulation is generally worse than
the single-equation simulation, just as one would suspect (since the
variables exogenous to the investment equation are no longer equal to

their actual values); (2) the Dynamic Factor Demand and the CES Model

306



I continue to show poor performance and have now been joined by the
Generalized Leontief models (see how the performance of these models
has deteriorated in Air Transport (43)); and (3) the Autoregressive
Model usually provides a safe forecast and is sometimes uncanny in
its ability to track the actual series. Of course, the
Autoregressive Model does not depend on output, so the forecasts in
this section should be the same as in the single equation simulation.
The other models are at a disadvantage in this respect, since they
all depend on output, which is not equal to its actual historical
values in this set of simulations. For some reason, the two
Generalized Leontief models seem to differ more in their forecasts in
the real-side simulations than in the single-equation simulations.
The summary graphs of the total U.S. economy in Figures 5.2.a
and 5.2.e show that in the aggreéate, the fits have deteriorated
considerably with respect to the single equation simulations, and
this fact agrees with the higher totals of RMSE shown in Table 5.2
with respect to those in Table 5.1. The Autoregressive model picks
up none of the cyclical movement in total investment, but manages to
forecast the correct trend, whereas the GL and the CES models
underpredict for most of the period, yet follow the overall pattern

of rises and falls faithfully.
2.c. ‘Summary of Within-Sample Simulations

The findings of this section are rather disappointing. Of the

eight models tested, the Autoregressive Model emerges as the superior
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model as Jjudged by the counting comparisons above, in the
within-sample simulations, both in the single-equation and the
real-side simulations. The models which required the most effort in
theoretical specification and estimation (i.e., the Generalized
Leontief models and the Dynamic Factor Demand Model) fared the worst.
The distinction between the Putty-Putty and the Putty-Clay versions
of the Generalized Leontief model appears to be academic, since the
forecasts from the two models are very similar for the most part.
The Accelerator Model in the single-equation simulation and also the
Cobb-Douglas Model in the full real-side simulation were close
contenders to the Autoregressive Model in terms of overall closeness
of the simulation fits.

Perhaps the strength of the Autoregressive Model can be
attributed to the fact that these are within-sample simulations.
This model was the closest fitting of all the models, and the
within-sample simulations should be close to the fitted values,
except to the extent that errors in investment have accumulated over
time. Models such as the two CES models, the Generalized Leontief
models, and the Dynamic Factor Demand Model are at a disadvantage in
this sort of simulation, since they had significantly worse
regression fits. However, to the extent that these models contain
sensible output and price coefficients, they should perform better in
an out-of-sample simulation, where reacting sensibly to the economic
environment is more important. The next section examines this

hypothesis.
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COMPARISONS OF INVESTMENT SIMULATIONS USING SUMMARY STATISTICS
Real Side Simulations - Estimeted to 1985

Table 5.2

Simulation 25: Autoregressive Model

Simulation 26: Accelerator Model

Simulation 37: Cobb-Douglas Model

Simulation 28: CES Model 1

Simulation 290: CES Model 1} !
Simulation 30: Generalized Leontief Putty-Clay Model
Simulation 31: Generalized Leontief Putty-Putty Wodel
Simulation 35: Dynamic Fector Demend Model

1 Agriculture
Simulation :1978 to 1985 Best F-3
. Root Mean Squere Error 25 2000.9

RMS Percent Error -] 0.2274
Meon Simulation Error 37 -184.58
Meen Percent Error b3 0.0494
AAPE -] 0.1968

Theil's Inequality Coef 25 0.9084
2 Crude Petroleum

sieulation 1978 to 1985 Best 25

Root Meen Square Error 37 1217.7

RMS Percent Error 37 0.2852
Mean Simulation Error 29 -854.85
Mean Percent Error F4 -0.2218
AAPE 37 0.2218

Theil's Inequality Coef 37 0.9547
3 Nining
Simulation :1978 to 1985 Best F+]

Root Mean Square Error 25 486.0
RMS Percent Error 30 0.1983
Kean Simulation Error 25 -89.88
Meen Percent Error 29 0.0087

AMPE 30 0.1562
Theil's Inequality Coef 30 0.8693

4 Construction
Simulstion :1978 to 1985 Best F+3
Root Mesn Square Error 37 3512.9

RMS Percent Error 3 0.3854
Hean Simulstion Error 28 2352.31
Meen Percent Error 28 0.2496
MPE 37 0.2676

Theil's Inequality Coef 25 0.8387

4206.3
0.6144
1332.04
0.3006
0.4770
1.5769

37

3541.8
0.4501

77.07
0.1352
0.3632
1.5841

37

767.5
0.2293
~429.11
-0.0920
0.21464
0.6696

83

309

PAGE 1

6039.7
0.8953
716.90
0.2918
0.6119
3.2632

1456.8
0.3522
-967.81
-0.2387
0.2910
1.0867

35

696.0
0.2219
-422.01
~0.1221
0.1801
0.9995

35
23245.0

19548.87

1.4370
1.4370
7.2570
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Table 5.2 (continued)

COMPARISONS OF INVESTMENT SINULATIONS USING SUMMARY STATISTICS ) PAGE 2
Real Side Simulstions - Estimeted to 1985

Simulation 25: Autoregressive Model

Simulation 26: Accelerator Model

Simulation 37: Cobb-Douglas Model

Simuletion 28: CES Wodel 1

Simuletion 29: CES Model 11

Simulation 30: Generalized Leontief Putty-Clay Model
Simulation 31: Generalized Leontief Putty-Putty Model
Simulation 35: Dynamic Fector Demend Model

S Food, Tobscco
Simulation :1978 to 1985 Best -] 26 b4 30
Root Mean Squere Error 37 618.5 3283 325.6 427.9 829.1 354.0 459.7 1023.0

RMS Percent Error 37 0.1748 0.0929 0.0883 0.1213 0.2303 0.096% 0.1297 0.27683
Mean Simulation Error 37 $54.51 201.59 83.98 254.68 701.95 1462.19 314.95 -910.33
Mean Percent Error 37 0.1554 0.0584 0.0263 0.0730 0.1935 0.0441 0.0906 -0.2445
AAPE 37 0.1557 0.0755 0.0723 0.1060 0.1935 0.0813 0.1072 0.2445
Theil's Inequelity Coef 26 0.9595 0.7880 1.1379 1.4870 1.4229 1.0679 1.1242 1.8813
6 Textiles

Simulation :1978 to 1985 Best S 26 37 28 29 30 3 35

Root Mean Square Error 28 127.0 172.4 128.1 106.4 331.6 226.1 375.7 207.6
NS Percent Error 28 0.1550 0.2069 0.1563 0.119%% 0.3902 0.2596 0.4341 0.2445
Mean Simuloetion Error 35 87.06 156.62 110.01 34.31  317.02 92.78 318.31 19.13
Mean Percent Error 35 0.1092 0.1847 0.1314 0.0484 0.3676 0.1065 0.3655 0.0228
AAPE 8 0.1360 0.1847 0.1314 0.1082 0.3676 0.2166 0.3655 0.1966
Theit's Inequaslity Coef 37 0.9458 1.0839 0.8834 1.0370 1.3946 2.4500 2.8917 2.49%9

7 knitting, Hosiery

Simutation :1978 to 1965 Best 5 26 37 28 2 30 31 35
Root Mean Square Error 29 36.5 6.7 60.3 57.1 33.4 59.6 46.4 42.5
RMS Percent Error -] 0.1841  0.3298 0.3903 0.3227 0.2172 0.3189 0.3033 0.2825
Meen Simulation Error 3 -17.66 6.42 11.50 -38.64 5.7 -42.%9 1.68 2.00
Mean Percent Error 35 -0.0665 0.0801 0.1377 -0.2007 0.0695 -0.2102 0.0522 0.0298
AAPE ) 25 0.1589 0.2416 0.3382 0.2831 0.1740 0.2961 0.2617 0.2178
Theil's Inequal ity Coef 25 0.9958 1.8979 1.2088 1.8777 1.0118 1.6262 1.4304 1.8587
8 Apperel

Simulation :1978 to 1985 Best 25 26 37 28 2 30 31 35
Root Mean Square Error 25 121.4 233.6 184.2 335.3 346.7 212.4 326.6 172.7
KNS Percent Error F- 0280 1.062

.3876 0.7307 0.5676
36

0 1
Neon Simulation Error 5 107. 218.29 181.98 3 93.84 317.62 108.99
Nean Percent Error - -] 0.3380 0.6734 0.5523 0.9728 1.0157 0.6040 0.9729 0.
AMPE 25 0.3380 0.6734 0.5523 0.9728 1.0157 0.6040 0.9729 0.4038
Theil's Inequelity Coef 25 0.7797 1.7024 0.8622 2.2557 1.8698 1.6368 1.8118 1.7419
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Table 5.2 (continued)

COMPARISONS OF INVESTMENT SIMULATIONS USING SUMMARY STATISTICS PAGE 3
Real Side Simulations - Estimsted to 1985

Simulation 25: Autoregressive Model

Simulation 26: Accelerator Model

Simulation 37: Cobb-Dougles Model

Simulation 28: CES Model |

Simulation 29: CES Model I1

Simulation 30: Generalized Leontief Putty-Clay Modet
Simulation 31: Generalized Leontief Putty-Putty Model
Simuletion 35: Dynamic Factor Demend Model

9 Paper
Simulation :1978 to 1985 Best ] 26 37 8 -4 30 n 35
Root Mesn Squere Error 29 432.1 354.9 300.9 721.9 280.5 396.1 478.4 1032.3
RNS Percent Error 37 0.1398 0.0924 0.0872 0.2283 0.0880 0.1200 0.1484 0.3059
. Mean Simulation Error 2 148.76 -170.27 -114.17 -385.20 69.96 -264.27 -255.283 -855.24
Mean Percent Error 29 0.0603 -0.0428 -0.0284 -0.1215 0.026% -0.0736 -0.0782 -0.2557
AMPE 26 0.1107 0.0676 0.0797 0.189¢ 0.0748 0.1032 0.1306 0.2688
Theil's Inequality Coef 37 0.9300 0.8644 0.6734 1.73596 0.7599 0.9636 1.1526 1.5721
10 Printing
Simutation 31978 to 1985 Best S 26 37 28 [+ 30 3 35
Root Mean Square Error 25 1m.3 213.6 7.7 231.8 184.5 225.9 239.3 302.7
RMS Percent Error 0.0807 0.0825 0.0881 0.1211 0.0784 0.1172 0.1138 0.1541
Mean Simutation Error 29 63.23 -106.02 -135.44 -106.21 -18.67 110.75 -27.49 -47.87
Kean Percent Error 2 0.0363 -0.0427 -0.0600 -0.0524 -0.0003 0.0636 -0.0044 -0.0185
AAPE 26 0.0661 0.0622 0.0718 0.0897 0.0626 0.1016 0.1022 0.1302
0.8828 1.0799 1.2135 1.5565

Theil's Inequality Coef 25 0.7387 0.82290 0.8450 1.4232
11 Agri. Fertilizers ‘

Simulation :1978 to 1985 Best ] 26 37 28

Root Mesn Squere Error g 221.6  359.2  445.9 632.3  646.8  331.3 290.7 311.4

RMS Percent Error 0.8209 1.2246 1.8191 2.3631 2.5388 1.2507 0.9786 0.9152
Nean Simulation Error 35 176.83  66.67 232.69 179.42 313.35 164.82 46.91 -39.9%0
Mean Percent Error 35 0.6258 0.5471 1.0804 1.1186 1.4651 0.7447 0.3916 0.2226
AAPE n 0.6735 0.9671 1.2177 1.6868 1.7004 0.8773 0.6688 0.7686
Theil's Inequelity Coef 25 0.8315 1.5916 1.1147 2.0283 1.7757 1.0832 1.1970 1.3815

12 Other Chemicals

Simulation :1978 to 1965 Best 25 % 37 F. ] 29 30 3N 35

Root Mean Square Error 26 7443  518.6  559.1 1136.3  B808.3 1555.0 1223.3 1146.7
RMS Percent Error 26 0.1858 0.1267 0.1360 0.2554 0.1%3 0.3428 0.278¢ 0.2556
Mean Simulastion Error 31 617.00 221.27 337.38 -463.16 433.44 -N8.79 -20.69 -662.15
Mean Percent Error 31 0.1506 0.0591 0.0842 -0.0925 0.1088 -0.2030 0.0099 -0,1401

AAPE 26 0.1576 0.1064 0.1072 0.2077. 0.1651 0.2855 0.2182 02036
Theil's Inequality Cosf 25 1.0003 1.0504 1.0195 1.9320 1.4611 1.8506 2.1552 1.8523
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Table 5.2 (continued)

COMPARISONS OF INVESTMENT SIMULATIONS USING SUMMARY STATISTICS
- Resl Side Simulations - Estimsted to 1985

Simulation 25: Autoregressive Nodel
Simulation 26: Accelerstor Model
Simulation 37: Cobb-Douglas Hodel
Simulation 28: CES Model 1
Simulation 29: CES Model 11

Simuletion 30: Generalized Leontief Putty-Cley Nodel
Simulation 31: Generalized Leontief Putty-Putty Model

Simulation 35: Dynamic Factor Demend Model

13 Petroleum Refining

Simulation :1978 to 1965 Best S 26

Root Mean Squere Error 29 456.2 349.0
RNS Percent Error 29 0.2035 0.1508
MNean Simulation Error 29 -291.01 -306.31
Kean Percent Error 29 -0.1037 -0.1395
AAPE 29 0.1782 0.1395

Theil's Inequality Coef 26 0.9578 0.3422
14 Rubber & Plastics

Simulation :1978 to 1985 Best 25 26

Root Mean Square Error 25 54.9 316.5
RNS Percent Error 25 0.2402 0.3012
Mean Simuiation Error 35 85.64 106.84
Mean Percent Error 35 0.1002 0.1203

AMPE 25 0.1778  0.2205
Theil's Inequality Coef 25  1.0331 1.1743

15 Footweer & Leather

Simulation :1978 to 1985 Best 5 26

Root Mean Square Error 25 35.7 81.3
RMS Percent Error 25 0.5240 1.0596
Mean Simulation Error 25 32.53 10.76
Mean Percent Error 26 0.4528 0.0709
AAPE -] 0.4528 0.9574
Theil's Inequality Coef 25 1.0583 3.3123

16 Lumber

Simulation :1978 to 1985 Sest -3 26

Root Mean Square Error 25 267.0 653.4
RMS Percent Error F-3 0.3512 0.7029
Mean Simulation Error 35 115.30 7.96
Mean Percent Error 26 0.1892 0.1635
AAPE 25 0.2773  0.5482
Theil's Inequality Coef 25 0.9833 2.8567

7 8
358.9  955.5
0.2188  0.4245
206.05 -740.9%%
0.1265 -0.323%
0.1495  0.3752
1.0995  1.5476
37 8
397.9  456.2
0.3759 0.4217
261.05 201.47
0.2366 0.1967
0.2483 0.3170
1.0462  1.4866
37 28
41 S 67.1
0.5812 0.8574
39.59 20.83
0.5350 0.209
0.5350 0.7539
1.388 2.8375
37 28
495.3 1192.5
0.5786 1.2549
237.53  124.36
0.3157 0.1981
0.3980 0.8803
1.4935 S5.9232

312

296.1
0.1324
-165.47
-0.0674
0.1184
0.7386

.

670.7
0.5935
478.88
0.4139
0.4251
1.9081

-732.70
-0.2670
0.4622
1.4030

588.9
0.5107
315.06
0.2659
0.4031
1.9624

.8

© 43.82

0.5392
0.5941
3.2702

526.8
0.5658
153.17
0.2031
0.3784
2.3099

PAGE 4

n 35
1058.1 1148.0
0.5248 0.5187
.80 -1090.19
-0.219% -0.5134
0.4992 0.5134
1.5248 0.9648

3 35
667.1 628.9
0.5863 0.5024
268.55 -21.42
0.2359 0.0450
0.4459  0.4453
2.5680 2.0160

31 35
89.5 68.7
1.099% 0.8827
60.61 -12.55
0.7489 -0.1942
0.7569 0.7943
4.3337  3.49%

n 35
600.8  968.2
0.6580 0.9840
255.45 79.97
0.3154  0.2200
0.4002 0.7233
2.4465  4.4882



Tabie 5.2 (continued)

COMPARISONS OF INVESTMENT SIMULATIONS USING SUMMARY STATISTICS
Resl Side Simulations - Estimeted to 1985

Stmulation 25: Autoregressive Model

Simulation 26: Accelerstor Model

Simulation 37: Cobb-Douglas Rodel

Stmuiation 28: CES Model 1
Simulation 29: CES Model 11

Simulation 30: Generslized Leontief Putty-Clay Nodel
Simulation 31: Generalized Leontief Putty-Putty Model
Simulation 35: Dynamic Factor Demand Model

17 Furniture
Simulation 31978 to 1935 Best
Root Mean Square Error 30
”HS Percent Error
Meen Simulation Error 28
Nean Percent Error 28

AAPE 30
Theil's Inequality Coef 29

64.5
0.2299
42.64
0.1587
0.1943
1.0067

51.4
0.1815
21.26

0.1356
1.0341

18 Stone,Cley & Gless

Simulstion :1978 to 1985 Best
Root Mean Square Error 31
RMS Percent Error 31
Meon Simulation Error 26
Meen Percent Error 26

- AAPE 31

Theil's Inequality Coef 37

19 Iron & Steel

Simulation :1978 to 1985 Best

Root Mean Squere Error 26
KNS Percent Error 30
Mean Simulation Error 28
Meen Percent Error 28
AAPE 30
Theil's Inequality Coef 25

0.2167
173.62
0.1124
0.1818
0.9614

20 Non-Ferrous Metals

Simulation :1978 to 1985 Best

Root Mean Square Error 25
RMS Percent Error
Nean Simulation Error
Mean Percent Error

3o 1 3]

AMPE
Thefl's Inequality Coef 25

-]

0.1355
1.0043

37 ]
52.8 51.6
0.1891  0.1846
22.31 2.60
0.0923 0.0253
0.1448 0.1348
1.0592 1.3746

37 28
316.8  609.2
0.2750 4267

37 28
510.8  474.4
0.2953 0.2582
275.19  108.87
0.1706  0.0927
0.2246 0.2027
1.2935 1.6291
37 8
213.3  290.1

0.2039  0.2449
137.13  -157.54
0.1309 -0.1385
0.1699 0.2087
1.072 1.5166

313

1.8105

820.8
0.44381
640.51
0.3248
0.3248
1.9689

»

298.4
0.2702
214.08
0.1955
0.2265
1.5195

4.5
0.1552
15.49

0.1081
1.37%

353.1
0.2318
-250.25
-0.1624
0.1961
0.8884

426.4

-352.52
-0.1418
0.1486
1.0374

306.9
0.2677
-245.81
-0.2133
0.2179
1.2198

PAGE

36.45

1.2010

1536.3

-1209.62
-0.4915
0.5169
2.7356

35

250.5
0.2042
-129.12
-0.0951
0.1916
1.1592



.

Tabie 5.2 (continued)

COMPARISONS OF INVESTHENY SIMULATIONS USING SUMMARY STATISTICS

Real Side Simulations - Estimeted to 1985

Simuletion 25: Autoregressive Model
Simulation 26: Accelerstor Model
Simulation 37: Cobb-Dougles Model
Simulation 28: CES Model 1
Simulation 29: CES Model 11

Simulation 30: Generalized Leontisf Putty-Clay Model
Simulation 31: Generslized Leontief Putty-Putty Model

Simulation 35: Dynamic Factor Demand Model

21 Netal Products
Simulation :1978 to 1985 Best F] 26
Root Mean Squere Error 25 323.3 423.2

RMS Percent Error b3 0.2014 0.229%9
Meon Simulation Error 30 128.98 136.59
Mean Percent Error - 0.0909 0.0957
AAPE S 0.1397 0.1900
Theil's Inequality Coef 25 0.9968 1.3283
22 Engines & Turbines

Simulation :1978 to 1985 Best -] 26

Root Mean Square Error 25 55.6 61.0
RMS Percent Error r-] 0.1721  0.2010
Mean Simulation Error &S -13.56 146,12
Mean Percent Error -] -0.0105 0.0720
AAPE 5 0.1492 0.1759
Theil's Inequality Coef 26 1.0228 0.9518

23 Agri. Machinery

Simulation :1978 to 1985 Best 25 26

Root Mean Square Error 25 58.7 5.3
RMS Percent Error 28 0.4191  0.5902
Mean Simulation Error 34 18.36 17.9%
Mean Percent Error 28 0.2003 0.2512
AAPE F-] 0.3052 0.4608
Theil's Inequality Coef 29 0.9790 1.2139

25 Metelworking Machinery

Simuletion :1978 to 1985 Best -3 26

Root Mean Square Error 26 70.8 61.4
RMS Percent Error 26 0.2163  0.1482
Mean Simulation Error 30 11.95 9.1
Nean Percent Error 26 0.0617 -0.0118
AAPE 26 0.1654 0.1099

Theil's Inequelity Coef 25 0.9824  1.5352

37

106.2
0.7554
34.13
0.3667
0.5674
1.519%0

37

7.4
0.2295
23.74
0.0926
0.1765
1.4413

578.4
0.2677
~74.04

-0.0107
0.2458
1.9721

131.5
0.3590
-111.59
<0.3170
0.3170
0.9609

76.0
0.3475
-30.84

-0.0481
0.3320
1.0044

109.1
0.2332
=74.44

-0.1657
0.1793
1.4503

314

458.6
0.2457
158.48
0.1030
0.2054
1.4765

30
624.0

52.01
0.0483
0.2713
1.8228

30
140.7

.3906
-93.28
-0.2383
0.3335
1.3055

100.1
0.4200
-38.42

-0.0607
0.3670
1.5374

0.5591

PAGE

n

97.2
0.6012
-0.80
0.1747
0.4874
1.4417

3

256.7
0.6314
87.37
0.1955

3.5606

35

131.2
0.7957
15.06
0.2255

2.1091

35

8.8
0.2498
27.19
0.1065
0.2160
1.2322



Table 5.2 (continued)

COMPARISONS OF INVESTMENT SIMULATIONS USING SUMMARY STATISTICS

Simulation 25:
Sinulation 26:
Simulation 37:
Simulation 28:
Simulation 29:
Simutation 30:
Simuletion 31:
Simulation 35:

Real Side Simulations - Estimeted to 1985

Autoregressive Model

Accelerator Rodel

Cobb-Douglas Modet

CES Model t

CES Model [1

Goneralized Leantief Putty-Clay Model
Generalized Leontief Putty-Putty Model
Dynemic Factor Demend Model

27 spoecisl industry Mechinery

Simuletion 1978 to 1965 Best 25 26 37 8 -4
Root Mean Square Error 28 ».5 33.9 43.3 2.3 WS
RMS Percent Error 8 0.2425 0.2088 0.259 0.1705 0.25%

Mean Simulation Error 28 26.78 19.56 33.22 -0.80 36.14
Mean Percent Error 28 0.1577 0.1187 0.1875 0.0180 0.1991

MPE

0.1762 0.1497 0.1%8 0.1304 0.2076

28
Theil's Inequality Coef 25 0.9358 1.1970 1.1207 1.1668 1.1773

28 Nisc.nonelec. Mechinery

Simutation :1978 to 1985 Best 25 26 37 28 -4

Root Mean Square Error 25 209.2 221.5 259.2 405.3 249.1
RMS Percent Error 26 0.1518 0.1345 0.1823 0.2418 0.1513
Meen Simulation Error 5 -6.48 -82.32 55.86 -320.06 -82.59
Mean Percent Error 25  0.0144 -0.0415 0.0553 -0.1919 -0.0445
APE 26 0.1166 0.1013 0.1392 0.2139 0.1230

Theil's Inequality Coef 25 1.0293  1.2036 1.2061 1.1684 1.4650

29 Computers & Other

Simulation :1978 to 1985 Best -] 26 37 28 29

Root Mean Square Error 37 341.5 850.8 217.6 713.4 549.1
RMS Percent Error 37 0.1749 0.3714 0.1320 0.3568 0.2509
Mean Simulation Error 37 -296.75 -622.39 65.56 -581.37 -427.05
Mean Percent Error 30 -0.1689 -0.3102 0.0477 -0.3260 -0.2231
AAPE 37 0.1689 0.3102 0.1121 0.3260 0.2231

Theil's Inequality Coef 25 0.4376 1.4528 0.8874 1.5819 0.7413

30 Service Industry Machinery

Simulation :1978 to 1985 Best ] 26 37 28 29

Root Mean Square Error 25 29.0 .4 &4.9 7%.3 45.4
RMS Percent Error F+] 0.1256 0.1817 0.19%99 0.2991 0.1915
Nean Simulation Error 5 4.12 7.78 28.25 -66.7 21,53
Mesn Percent Error S 0.0282 0.0409 0.1303 -0.2737 0.0979

0.1057 0.1572 0.1700 0.2737 0.16%

AMPE 25
Theil's Inequality Coef 37 1.2357  1.8232 1.1215  1.2456 1.5989

315

.

-85.23

3.4298

826.3
0.5328
-233.9M

0.4507
2.5876

147.0
0.6311%
-85.7%

-0.3670
0.5492
3.3034

PAGE 7

31 35
96.8 61.2
0.543% 0.3717
-5.04 34.36
0.0280 0.2091
0.4498  0.2699
4.6321 1.7803

N 35
374.4 1402.5
0.2400 0.9554
-199.60 410.38
-0.1291  0.3028
0.2129 0.5885
1.2626 7.8

n 35
963.2 1207.7
0.5844 0.6303
-336.97 -1034.47
-0.0803 -0.6020
0.4932 0.6020
3.5351 2.0922

n 35
106.9 56.5
0.4610 0.2485
-35.15 -14.00
-0.1589 -0.0496
0.4067 0.2131
3.2913  1.6878



Table 5.2 (continued)

COMPARISONS OF INVESTMENT SIMULATIONS USING SUDMARY STATISTICS
Res| Side Simulations - Estimeted to 1985

Simulation 25:
Simulation 26:
Simulation 37:
simulation 28:
Simulation 29:
Simulation 30:
simulation 31:
Simutation 35:

Simulation :1978 to 1985 Best

Autoregressive IlLdel
Accelerator Modet
Cobb-Douglas Model

CES Model 1
CES Wodel 11

Generalized Leontief Putty-Cley Model
Generalized Leontief Putty-Putty Model
Dynamic Fector Demend Model

31 Communicstions Mechinery

Root Mesn Squere Error 37
RMS Percent Error k14
Neen Simulation Error 9

Neen Percent Error n
AAPE 3
Theil's Inequality Coef 25

Simulation :1978 to 1985 Best

7

32 Mesvy Electrical Machinery

Root Mean Square Error 37

®HS Percent Error 37
Meen Simulatfon Error 37
Mean Percent Error 29

AAPE
Theil's Inequality Coef 25

Simulation :1978 to 1985 Gest

37

33 Household Appliances

Root Mean Square Error 28

RMS Percent Error F-3
Mean Simulation Error S
Mean Percent Error r-]
APE

28
Theil's Inequslity Coef 37

Simulation :1978 to 19685 Best

96.2
0.1455
-39.68

-0.0387
0.1295
0.8%7

[

26.5
0.1458
7.64
0.0628
0.1325
1.0164

34 Elec. Lighting &

Root Mesn Square Error 25

RMS Percent Error
Meon Simulation Error
Mean Percent Error

APE

b2 3]

Theil's Inoquelity Coef 25

F-]

55.0
0.1188
22.43
0.0542
0.0906
1.0752

26 37 8

1026.4  363.9 1384.1
0.2872 0.1998  0.409%
~479.12  162.20 -1080.25
-0.0912 0.1099 -0.3475
0.2217 0.1515 0.3519
1.8881 0.7846 2.0113

26 37 -]

m.s 81.1 207.8
0.1741  0.1402 0.3077
-34.38 2.90

-0.0268 0.0269 -0.2433
0.1463 0.1198 0.2633
0.9775 1.0873  1.4031

26 37

30.9 28.6 23.6
0.2078 0.1835 O
15.54 23.97
0.109 0.1512 0.0975
0.1523 0.1313 0
1.4082 1.0137 1

Wiring Equip
26 37 28

63.8 95.2  121.1
0.1299 0.2010 0.2354
28.27  82.07 -100.15
0.0590 0.1688 -0.1910
0.1109 0.1743  0.2193
1.3752  1.3898 1.6318

316

478.5
0.2337
133.82
0.1077
0.1757
1.2857

125.0
0.2128
-18.71
0.0079
0.1851
1.3228

3

2ooue
NNy e
33833

PAGE

3

226.4
0.3769
-96.54

-0.0942
0.3437
1.7929

3N

14.5
0.2283
27.64
0.0512
0.2106
2.1139

1363.7
0.3810
-1061.05
-0.3385
0.3385
1.4634

248.8
0.3615
-193.49
-0.2850
0.3125
1.8905

35

28.7
0.1755
-21.03

-0.1241
0.1485
1.6085

35

103.3
0.2118
-49.40

-0.0973
0.1702
1.5950
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Table 5.2 (continued)

COMPARISONS OF INVESTMENT SIMULATIONS USING SUMMARY STATISTICS
Resl Side Simulations - Estimeted to 1985

Autoregressive Model
Accelerator Model
Cobb-Dougles Model
CES Model |

Simutation 25:
28:
29: CES Model 11
30:

Sisulation
Simulation 37
Simutation
simulation
Simulation
Simulation
Simulation

Generalized Leontief Putty-Clay Model
Generalized Leontief Putty-Putty Nodel
Dynamic Fector Demsnd Model

35 Redio,T.Y. Receiving, Phono

Simulation 1978 to 1965 Best 25

Root Mesn Square Error 25 3.9
RMS Percenit Error 25 0.1604
#ean Simulation Error k14 -15.93
Neen Psrcent Error 26 -0.0899
AAPE E-3 0.1403
Theil's Inequality Coef 25 1.0093

36 Motor Vehicles

Simulation :1978 to 1985 Best 3

Root Mean Square Error 29 1198.1
RMS Percent Error 29 0.4573
Mean Simulation Error 26 -413.82
Nean Percent Error F-3 0.0205
AAPE 2 0.3643
Theil's Inequality Coef 29 0.9969

37 Asrospece

Simutation :1978 to 1985 Best F-3

Root Mean Square Error 37 380.3
RMS Percent Error 37 0.3422
Mean Simulation Error 37 -305.81
Mean Percent Error 26 -0.2468
AAPE 37 0.3280
Theil's Inequality Coef 25 0.9120

38 ships & Boats

Simuletion :1978 to 1985 Sest F-3

Root Kean Square Error 30 41.8
RMS Percent Error 30 0.2474
Meon Simulation Error 31 2,15
Nean Percent Error 3 0.1487
AAPE 30 0.1911
Theil's Inequelity Coef 30 1.0643

26 37 8 o
66.4 5.9 65.0 43.8
0.3701 0.2496 0.3852 0.3346
-19.55 10.83  -40.50  34.80
-0.0837 0.1012 -0.2532 0.2568
0.2457 0.1784 0.2532 0.2618
2.1099 1.7771  3.5732 1.8119
26 37 a8 29
1099.6 1225.8 2204.2  880.7
0.4371 0.5244 1.1610 0.2584
12644 -212.24 1467.05 -284.25
0.1059 0.1100 0.7853 -0.0720
0.3347 0.4006 0.8913 0.2134
0.9674 1.0707 1.7951 0.8872
26 37 ] 29
257.8 145.8 530.8 1.2
0.3148 0.2512 0.4638 0.2966
-105.92 -16.43 -427.13 9945
-0.0260 0.0363 -0.3671 0.1509
0.2670 0.1637 0.4129 0.1853
1.2884 0.9902 1.6927 1.1357
26 37 a8 .4
mn.s 130.5 152.7 125.8
0.4086 0.6576 0.7802 0.6051
13.66  89.41 5.05 75.63
0.0834 0.4532 0.3204 0.3783
0.3133  0.4985 0.6697 0.4654
2.3441  1.6654 4.0630 1.6958

317

17.76

2.0313 .

1571.4
0.4728
183.91
0.1747
0.4200
1.3295

3%.8
0.1962
11.95
0.0714
0.1516
0.9070

3

43.2
0.2376
-5.57
-0.0193
0.2104
1.0872

35.2
0.2187
-19.33

~0.1062

0.1978
1.4597

-314.09

1.5183

.3
0.4903
-31.22

-0.1588
0.3564
2.2527
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Table 5.2 (continued)

COMPARISONS OF INVESTMENT SIMULATIONS USING SUMMARY STATISTICS
Real Side Simulations - Estimated to 1

Simulation 25: Autoregressive Model

Simutetion 26: Accelerstor Model

Simulstion 37: Cobb;Dougles Model

simulation 28: CES Model 1

Simuletion 29: CES Model 11

simulation 30: Generalized Leontief Putty-Clay Model
Simutetion 31: Gensralized Leontief Putty-Putty Model
Simutation 35: Dynamic Factor Demand Model

39 Other Trens. Equip.

simulation :1978 to 1965 Best -] 2% 37 28 -4 30

Root Mean Squere Error 26 68.0 37.3 2.7 6r.9 86.2 61.7
KNS Percent Error 26 0.4543  0.2111  0.3409 0.3551 0.4975 0.3227
Mean Simulation Error 26 56.82 -10.29 25.16 -59.09 48.7T1  -54.14
Mesn Percent Error 26 0.3586 -0.0320 0.1766 -0.3199 0.2835 -0.2855
AAPE 26 0.3586 0.1652 0.2802 0.3199 0.4099 0.3045
Theil's Inequality Coef 25 0.9590 1.1418 1.0891 1.2309 1.2873 1.3604

40 Instruments

Simutation :1978 to 1965 Best F-] 26 37 28 - 30
Root Mesn Square Error 25 136.8 199.5 197.7 212.8 1.4 378.1
RMS Percent Error r- 0.1628 0.2176 2347 0.3016 0.258, 0.5132

0

Nean Simulatfon Error 5.61 -8.95

Nean Percent Error 0.0442 0.0414 0
0
1

b3 4

AAPE 0.1359 0.1716
Theil's Inequelity Coef 25 0.8907 1.1725

41 Riscellancous Menufecturing

simulation :1978 to 1965 Best -] 26 37 28 9 30

Root Mean Squere Error 28 8.1 82.0 ™.7 73.6 121.8 104.3
RHS Percent Error 28 0.2711  0.2688 0.2550 0.2345 0.3871 0.3155
Nesn Simulation Error 28 69.69 72.31 65.66 20.87 113.76 38.07
Mesn Percent Error 28 0.2202 0.2255 0.2088 0.0785 0.3474 0.1219
AAPE 28 0.2319 0.2255 0.2140 0.1897 0.3474 0.2576
Theil's Inequality Coef 37 0.8215 0.8220 0.7757 1.3442 1.1286 2.1655

42 Reilroads

Simuletion :1978 to 1985 Best F-3 26 37 28 ® 30

Root Mesn Squere Error 25 2105.7 2330.7 2479.7 3922.3 2287.7 2719.5
RMS Percent Error 26 0.6212 0.4913 0.7092 0.7792 0.5381 0.5681
Mean Simulstion Error - -637.28 -1105.19 -855.35 -3001.58 -1023.67 -1461.25
Mean Percent Error 3 0.142%1 -0.0675 0.1332 -0.6463 -0.0464 -0.1867

AAPE 26 0.5038 0.4503 0.5975 0.7144 0.5064 0.5322
Theil'a Inequality Coef 29 0.9657 0.8948 1.0513 1.3031 0.8442 0.99%
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2726.2

-1080.84
-0.0195

35

3045.5
0.6975
-1915.48
-0.3738
0.6736
1.0



Table 5.2 (continued)

COMPARISONS OF INVESTMENT SIMULATIONS USING SUMMARY STATISTICS
Real Side Simulations - Estimated to 1965

Simulation 25: Autoregressive Model

simulation 26: Accelerstor Nodel

Simulation 37: Cobb-Douglas Nodel

Simulation 28: CES Model 1

Simulation 29: CES Model 11

Simulation 30: Generalized Leontief Putty-Clay Model
Simulation 31: Generalized Leontiaf Putty-Putty Model
Simulation 35: Dynamic Factor Demand Model

43 Afr Transport

Sisulation :1978 to 1965 Best -] 26

Root Mean Square Error 28 1339.4 6731.7
RMS Percent Error 0.2015 1.2133
Nean Simulation Error 14 -966.87 -5078.78
NMean Percent Error 37 -0.1391 -0.888¢
AAPE 37 0.1865 0.9521
Theil's Inequality Coef 25 0.90901 2.2232

&4 Trucking & Other Transport

Simulation 1978 to 1985 Best 25 26

Root Mean Square Error 25 1241.9 3075.7
RMS Percent Error ] 0.16425 0.3935
Meon Simulation Error 37 ~759.75 -2743.63
Kean Percent Error 37 -0.0824 -0.3448
AAPE =] 0.1204 0.3448
Theil's Inequality Coef 25 1.0340 1.2439

45 Communications Services

Simulation 1978 to 1985 Best 25 26

Root Mean Square Error 29 2162.2 2137.9
NS Percent Error <4 0.12%% 0.1173
Hean Simulation Error 30 -1963.11 -1827.47
Mean Percent Error 30 -0.1149 -0.1047
MPE 29 0.1149  0.1047
Theil's Inequality Coef 25 0.5811  0.6505

46 Electric Utilities

Simulation :1978 to 1985 Best 5 26

Root Mean Squere Error 29 3193.5 1814.2
RMS Percent Error 0.4942 0.1737
Nean Simuletion Error 37 2787.61 -270.44
Mean Percent Error 26 0.4287 0.0108
AAPE 26 0.4287 0.1354
Theil's Inequality Coef 30 0.7406 0.969

37 -]
1279.1  1253.5
0.1896 0.1887

~N7.79 -TL.79
-0.0947 -0.0950
0.1632 0.1655
0.9387 1.0083

37 28
1652.2 4732.8
0.2090 0.5727
297.51 -3650.58
0.0460 -0.4417
0.1723 0.5195
1.0367 2.7365

37 28
2350.6 3347.0
0.1330  0.1806

-2082.24 -2649.03
-0.1230 -0.1509
0.1230 0.1509
0.8005 1.5616

37 8
1967.0 1727.4
0.2210 0.2179
203.49 467.02
0.0893 0.1224
0.1820 0.1932
0.996%9 0.7977

319

4112.3
0.7160

-0.5722
0.6207
1.1028

2124.3
0.2722
-1563.50
-0.1953
0.2621
1.2841

-4617.83
-0.0179
0.0530
0.6231

1639.9
0.1852
236.80
0.0734
0.1565
0.979%0

e

-0.4722
o.nn
1.658%

2930.1
0.3567
-2613.15
-0.3233
0.3233
1.1308

30

ar33.8
0.3013
-1921.79
-0.2345
0.2728
0.7328

PAGE 11
3 »
4389.6 3762.8
0.7362 0.6334

0.6685  0.6259
1.9589 1.017%
31 3
3046.0 6577.3
0.3793  0.7896

-2751.03 -6358.98

-0.3434 -0.7735
0.3434 0.7735
1.0369 2.6796

N 35
3618.2 3225.8
0.2216 0.2149

-891.65 612.37

-0.0242 0.0671
0.1957  0.1746
1.6036 1.6776

n 35
2088.4 2465.6
0.2142  0.2355

~972.49 -1718.00

-0.0946 -0.2035
0.1959 0.2035
0.8150 0.7924
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Table 5.2 (continued)

COMPARISONS OF INVESTMENT SIMULATIONS USING SUMMARY STATISTICS
: Resl Side Simulations - Estimated to 1985

simulation 25:
Simulation 26:
Simulation 37:
simulation 28:
Simulation 29:
Simulation 30:
Simulation 31:
Simutation 35:

Autoregressive Model

Accelerator Model

Cobb-Dougles Model

CES Model |

CES Model I1

Generalized Leontief Putty-Clay Model
Generslized Leontlef Putty-Putty Model
Dynamic Fector Demend Model

47 Gas,uater & Sanitation
simulation 1978 to 1985 Sest

- 26 37
Root Mean Square Error 25 1120.3  1277.4 1629.9
RMS Percent Error S 0.2510 0.2882 0.3908
Nean Simulstion Error 29  -803.09 -942.73 -1200.55
Mean Percent Error 2 -0.1760 -0.2154 -0.269%0
AAPE ] 0.2267 0.2409 0.3646
Theil's Inequelity Coef 25 0.9792 1.3187 1.7

48 Wholessle & Retail trade

Simulation :1978 to 1985 Best 25 26 3

Root Mean Square Error 25 3496.4 4380.3 5020.5
RNS Percent Error 25 0.1235 0.1918 0.1947
Mesn Simulation Error 25 -916.80 -5280.54 3801.41
Mean Percent Error Fe] -0.0145 -0.1729 0.1421
AAPE F-] 0.1173  0.1729 0.1578
Theil's Inequality Coef 26 0.8996 0.8446 0.8597

49 Finence, Insurance & Services

Simulotion :1978 to 1985 Best ] 26 37

Root Mean Squere Error 25 829.1 1840.1 1365.9
RMS Percent Error & 0.1123 0.1608 0.2064
#oan Simuletion Error -] 456.97 -1023.30 1204.01
Mean Percent Error 30 0.0526 -0.0934 0.1835
AAPE 5 0.0934 0.1231 0.1835
Theil's Inequality Coef 25 0.3871 0.7295 0.5%2

50 Real Estate

Siaulation :1978 to 1985 Best 25 26 37

Root Mean Square Error 25 1165.9 1936.9 1308.4
RMS Percent Error &5 0.1355 0.2390 0.1544
Mean Simulation Error 28 -996.42 -1753.40 -954.40
Mean Percent Error 28 -0.1200 -0.2188 -0.1152
AAPE 37 0.1200 0.2188 0.1168
Theil's Inequality Coef 25 0.7897 1.1%47 0.9987

8839.7
0.3057
-B057.40
-0.2895
0.2895
1.3149

2492.9
0.2468
-1435.01
-0.2059
0.2059
0.9568

2189.5
0.2689
354.82
0.0452
0.2230
2.1057

320

1214.6
0.2984
~764 .82
-0.1622
0.2644
1.5842

29

6411.3
0.1945
-5123.21
-0.1669
0.1677
0.9082

2153.8
0.2695
-1954 .28
-0.2651
0.2451
1.0716

PAGE 12
30 3 35
1976.9  1908.1  2404.0
0.4810 0.4553  0.5845
-1872.23 -1778.41 -2285.40
-0.4740 -0.4480 -0.5761
0.4740 0.4460  0.5761
1.2426 1.28% 1.3625
30 3 35
8575.1 10008.7 14423.9
0.285 0.3733 0.4816
-7647.77 -8882.95-13667.30
-0.2654 -0.3266 -0.4792
0.2654 0.324k 0.4792
0.8585 1.3146 1.2300
30 3 35
1803.7 20834 7542.9
0.1790 0.2121 0.9690
=T11.72 -1080.64 -7245.89
-0.0430 -0.0899 -0.968!
0.1467 0.1884 0.9681
0.8917  0.9079 1.4909
3 3 35
2981.3  3210.6 809%9.9
0.363 0.3927 1.0000
-2889.70 -3114.70 -8039.88
-0.3578 -0.3859 -1.0000
0.3578 0.3859 1.0000
11363 12202 2
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COMPARISONS OF INVESTMENT SIMULATIONS USING SUMMARY STATISTICS
Real Side Simulations - Estimeted to 1985

Simulation 25: Autoregressive Model

Simulation 26: Accelerator Model

simulation 37: Cobb-Douglas Model

Simulation 28: CES Wodel 1

Simulation 29: CES Model 1!

Simulation 30: Generalized Leontief Putty-Clay Model
Simulation 31: Generalized Leontief Putty-Putty Model
Simulation 35: Dynemic Fector Demand Model

51 Notels & Ropeirs Ninus Auto

Simulation :1978 to 1985 Best S 26 37 2 2
Root Mean Square Error 25 443.6 454.8 4845 909.1  1549.1
RNS Percent Error -] 0.1383 0.1542 0.1889 0.3448 0.6014
Meen Simulation Error 26 -129.25 61.87 4A03.47 -948.76 826.50
Mean Percent Error F -] -0.0224 0.0347 0.1554 -0.3314% .

0.3254
MPE 26 0.1233  0.1195 0.1554 0.3314 0.4264
Theil's Inequality Coef 37 0.9207 1.1677 0.%916 1.5137 3.3823

52 Business Services

Simulation :1978 to 1985 Best ] 26 37 28 29

Root Mean Square Error 37 1290.8 1688.2 1099.1 1563.6 1348.2
RMS Percent Error 37 0.1381 0.169% 0.1091 0.1645 0.1347
Neon Simulstion Error 37 ~926.29 -1260.69 -600.79 -1076.81 -903.13
Mean Percent Error 37 -0.1019 -0.1381 -0.0563 -0.1229 -0.0975
AAPE 37 0.1237 0.1391 0.0389 0.1382 0.1058
Theil's Inequelity Coef 26 0.8541 0.7477 0.8426 1.4499 0.8452

53 Auto Repair )

Simulation :1978 to 1985 Best S 26 37 28 29

Root Mean Square Error 30 979.6 1200.7 769.1  1476.0 1312.8
RMS Percent Error 30 0.1854 0.1849 0.1972 0.2434 0.2093
Mean Simulatfion Error -] -138.77 -780.01 560.56 -1048.86 -870.00
Mean Percent Error 25 0.0209 -0.1374 0.1496 -0.1980 -0.1565
MPE 26 0.1564 0.1421 0.1675 0.2138 0.179%9
Theil's Inequality Coef 37 0.9225 0.8488 0.7344 1.0805 0.9464

S4& Movies & Amssements

Simulation :1978 to 1985 Best -] 26 37 28 29

Root Meen Square Error 25 199.3 260.6 245.2 275.0 217.1
RMS Percent Error F-] 0.1247  0.141 0.1497 0.1722 0.1388
Heon Simulation Error 26 5.09 5.26 168.32 1.7  135.77
Mean Percent Error 26 0.0574 0.0202 0.1011 0.0499 0.0883

MPE r- 0.1047 0.1284 0.1210 0.1440 0.1186
Theil's Inequality Coef 37 0.7438 0.9789 0.5672 1.2019 0.6171
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Tabie 5.2 (continued)

PAGE 13
30 31 3
939.8 1044.8 958.7
0.3154 .3830 0.3334
-208.16  79.33 -129.58
-0.0493 0.0480 -0.0317
0.3052 0.3503 0.2841
1.7549  2.3562 2.5283
30 n 35
2044.8 2440.5 2560.6
0.2099 0.2765 0.2861
-1421.77 -1893.25 -2253.15
-0.1458 -0.2142 -0.2736
0.1861 0.2520 0.2736
0.9572  1.3492 1.0436
30 3 35
732.6 B884.0 1517.4
0.16%8 0.1936 0.2418
157.25 -546.06 -1117.27
0.0663 -0.1115 -0.2077
0.1471  0.1584 0.2077
0.8851 0.8010 0.9036
30 n 35
438.6 333.6 724.2
0.2674 0.1866 0.4181
362.13  260.03 -435.37
0.2163  0.1447 -0.2473
0.2216 0.1558 0.2931
1.0149  1.4468 2.7360



Table 5.2 (continued)

COMPARISONS OF INVESTMENT SIMULATIONS USING SUMMARY STATISTICS PAGE 14
Real Side Simulations - Estimated to 1985

Simulation 25: Autoregressive Model

Simulation 26: Accelerstor Model

sisulation 37: Cobb-Douglias Model

Simulation 28: CES Model I

Simulation 29: CES Model 11

Simulation 30: Generalized Leontief Putty-Clay Model
Simulation 31: Generalized Leontief Putty-Putty Nodel
Simulation 35: Dynamic Factor Demsnd Model

55 Medical 8 Ed. Services

Simulation :1978 to 1985 Best F-] 2 37 28 29 30 N 35

Root Meen Square Error 37 1439.2  1671.1  1108.8 1511.2 1590.5 2261.5 2571.8 2417.1
RMS Percent Error k14 0.1647 0.1642 0.1219 0.1536 0.1551 0.2246 0.2549 0.2234
Mean Simulation Error 37 -208.13 -849.71 -179.79 -637.12 -725.82 -1073.05 -1513.46 -1452.26
Neen Percent Error L 14 0.0144 -0.0572 0.0074 -0.0410 -0.0441 -0.0692 -0.1246 -0.1087
AMPE 37 0.1462 0.1515 0.1051 0.1380 0.1392 0.2031 0.2212 0.2036

Theil's Inequality Coef 37 0.9432 0.9254 0.814% 1.0307 0.9377 1.2797 1.5382 1.0978

Ranking of Simulations by Each Statistic

Simutation @ -] 26 37 28 29 30 3 35
Root Mean Square Error 5 3 9 H é 3 1 0
RMS Percent Error 2 ] 14 H 4 5 2 0
Meen Simulation Error 12 6 n" [ [ 4 4 4
Mean Percent Error n" 9 - 8 7 5 4 4
MPE 19 10 " 4 3 L3 2 0
Theil’s Inequality Coef 30 H n" 0 '3 3 0 0

Total RNSE and NSE Across ell Industries
Simutation : S 26 37 28 2 30 3 35

Root Mean Square Error 36685.0 53191.7 39182.7 A3770.4 52751.0 62964.1 64447.4 110000.9
Moen Simulstion Error -2984.68-19857.75 4152.00-27193.93 -7250.34-24397.16-24446.35-39353.43
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3. Simulations Beyond the Period of Estimation

Perhaps the most rigorous test of an econometric equation is
its performance in a dynamic simulation outside of the period of
estimation. In this section, the models estimated for the 1953 to
1977 period are used to make simulations with the INFORUM model for
the period 1978 to 1985. One would expect the structural equations
to make a better showing in this test and for the Autoregressive
Model to do less well, as discussed in the previous section. Whether
or not this is the case will be investigated below.

As with the 1953 to 1985 estimations, two sets of simulations
were run for the 1953 to 1977 regressions: one set as a
single-equation simulation, and one set with the full real side of
the model operating. The latter set of simulations comprises the

most difficult test of the equations.

3.a. Single-Equation Simulations
Table 5.3 contains the summary of simulation test statistics
for the single equation simulations. Turning to the back of this
table to the part labeled "Ranking of Simulations by Each Statistic",
it can be seen that the Autoregressive Model again takes first prize
in terms of an industry count, although the results are not as stark
as the within-sample simulations. In terms of RMSE, the

Autoregressive Model does the best in 14 industries, followed by the
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Dynamic Factor Demand Model in 9 industries, followed in turn by the
putty-putty and putty-clay GL models, with 7 1industries and 6
industries, respectively. In terms of MSE and MPE, the GL
Putty-Putty Model does best in nearly as many industries as the
Autoregressive Model. Judged by total RMSE summed across all
industries, however, the Cobb-Douglas Model is superior, followed by
the Accelerator and then the Autoregressive Model. The Cobb-Douglas
Model also performs best in terms of total MSE summed across all
industries. The Dynamic Factor Demand Model again performs the worst
in terms of overall RMSE, followed by the CES Model I and the GL
putty-clay Model. All of the models have increased in total RMSE
(summed over all industries) to lie in the 60,000 to 85,000 range, as
compared to the best figure for the within-sample simulations, which
was around 36,000. This represents rougly a doubling in the size of
the errors.

The plots in Figures 5.3.a to 5.3.h look quite different from
the corresponding plots in Figures 5.1. However, some general
features are similar. Both the Dynamic Factor Demand Model and the
CES Model I yield erratic, unacceptable forecasts in quite a few
industries. The Autoregressive Model again does an acceptable job in
most industries by forecasting a gently rolling trend. However, in
industries such as Communications Machinery (31), Communications
Services (45), and Business Services (52), the structural models can
all do a lot better than the Autoregressive Model.

The model that yields the best fit for total equipment
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Table 5.3

COMPARISONS OF INVESTMENT SIMULATIONS USING SUMMARY STATISTICS

Simulation 2:
Simulation 3:
Simulation &:
« Simulation 5:
Sisulation 6:
Sisulation 7:
Simulation 8:
Simulation 38:

Simulation :1978 to 1985 Best

Root Mean Square Error 2
RMS Percent Error
Mean Simulation Error
Neen Percent Errof
AAPE

Theil's Inequality Coef

Simutation :1978 to 1985 Best H 3 4 5 6
Root Mean Square Error 38 1685.0 1710.8 1872.7 1493.3  1584.7
RMS Percent Error 38 0.4281 0.4324 0.4754 0.4067 0.3999
Mean Simulation Error 38 -1376.80 -1367.49 -1515.06 -997.83 -1066.33
tiean Percent Error 38 -0.3917 -0.3806 -0.4275 -0.2409 -0.2628
AAPE 38 0.3917 0.3806 0.4275 0.3698 0.3463
Theil's Inequality Coef 38 1.0658 1.0070 1.2615 1.1849 1.3235
3 Mining
Simulation :1978 to 1965 Best 2 3 1 H é

Root Mean Square Error
RMS Percent Error
Mean Simulation Error
Mean Percent Error

AAPE

Theil'a Inequality Coef

RMS Percent Error
Nean Simulation Error

Simulation :1978 to 1985 Best 2 3 4 H
Root Mean Square Error 8 7986.1 $339.2 7771.5 11400.5 S$123.7
] 0.8157 0.5147 0.7733 1.0867 O.
8 6363.67 4091.77 5645.21 8613.98 3900.73
Mean Percent Error 8 0.6126 0.3870 0.5553 0.8238 O.
8 0.6282 0.4126 0.619% 0.9540 O.
[ 1.0388 0.6916 1.1227 2.4831 O.

AAPE
Theil's Inequelity Coef

Single-Equation Simulations - Estimated to 1977

Autoregressive Nodel

Accelerstor Model

Cobb-Dougles Model

CES Model 1

CES Model 11

Generalized Leontief Putty-Clay Model
Generalized Leontief Putty-Putty Model
Dynamic Factor Demand Model

1 Agriculture
2 3 4 H 6

2680.6 4669.7 3712.2 3614.5 44213
2 0.3711  0.6873 0.5092 0.5141 0.6570
2 906.88 2365.27 953.26 1331.91 2186.84
2 0.1952 0.4197 0.2397 0.2759 0.3900
2 0.3089 0.549%% 0.4242 0.4234 0.5146
2 0.9922 1.3067 1.3100 1.2246 1.3868

2 Crude Petroleum

0.0040 -0.2266 -0.224% -0.0874 -0.
0.1815 0.2729 0.2873 0.2617 0.
1.0000 1.5033 1.5039 1.6470 1.

NNNONN

& Construction
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579.3 1033.9 1052.4 996.8  839.5
0.2221 0.3034 0.3116 0.3109 0.3027
-123.70 -778.65 -782.02 -448.71 -269.41

PAGE 1

7 8 32
4535.5 3976.1 4227.7
0.6704 0.6075 0.6510
4052.75 3385.76 1465.97
0.5362 0.4613 0.2926
0.5362 0.4613 0.4737
1.2589 1.3021 2.3646

7 8 38
1742.3 1660.6 1366.6
0.4481 0.4099 0.3392
~1431.62 -1264.47 -953.17
-0.4075 -0.3389 -0.237%
0.4075 0.3453 0.3029
1.1077 1.2115 1.0120

7 ] 38
596.8  604.0 1690.6
0.1883 0.1988 0.5167
111,85  -62.26 -1102.96
-0.0083 0.0108 -0.2912
0.1629 0.1788 0.4859
1.9893  1.2772  2.4936

7 8 38
4943.4  3891.1 9436.0
0.3319 0.2749 0.5977
-4400.55 -2743.22 -7601.85
-0.3138 -0.1670 -0.5214
0.3138 0.2661 0.5214
1.1832  1.291% 2.53%4
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Tabl.e 5.3 (continued)

COMPARISONS OF INVESTMENT SIMULATIONS USING SUMMARY STATISTICS PAGE 2
single-Equation Simulations - Estimeted to 1977

Simulation 2: Autoregressive Model

Simulotion 3: Accelerator Model

Simulation 4&: Cobb-Douglas Modet

Simuletion 5: CES Model |

Simuletion 6: CES Model 11

Simulation 7: Generslized Leontief Putty-Clay Model
Simulotion 8: Generalized Leontief Putty-Putty Model
Sisulation 38: Dynamic Factor Demend Model

S Food, Tobecco
Simutlation :1978 to 1985 Best 2 3 4 H [} 7 8 38
Root Mesn Squere Error 7 1018.8 1262.3 873.2 1722.9 1269.8 448.2 550.2 2722.4
RMS Percent Error 7 0.2824 0.3450 0.2403 0.4469 0.3468 0.1275 0.1561 0.7448
Mean Simulstion Error 8 970.23 1212.20 782.89 -1552.26 1224.74 375.08 355.27 -2604.22
Neen Percent Error 8 0.2655 0.3289 0.2130 -0.4090 0.3322 0.1061 0.1022 -0.7078
AAPE 7 0.2655 0.3289 0.2130 0.4090 0.3322 0.1110 0.1156 0.7078
Theil's Inequality Coef 7 1.0028 0.9802 0.9157 2.4690 0.9718 0.8534 1.6710 3.9079

6 Textiles
Simulation :1978 to 1985 Best 2 3 4 H [ 7 8 38
Root Mesn Square Error 2 158.6 639.6 265.2  288.1 510.7 334.7 488.2 549.7
RMS Percent Error 2 0.1943 0.7455 0.3141 0.3151 0.6066 0.3961 0.5655 0.6476
Mean Simutetion Error 2 132.22 597.92 253.49 -244.73 418.37 195.21 413.81 403.39
Mean Percent Error F 0.1606 0.6891 0.2955 -0.2747 0.4904 0.2279 0.4770 0.4699
AAPE 2 0.1669 0.6891 0.2955 0.2996 0.4904 0.2644 0.4770 0.5318
Theit's Inequality Coef & 0.9611 3.2090 0.9558 1.3133 3.7374 2.5683 3.1451 4.5446

7 Knitting, Nosiery

Simulation :1978 to 1985 Best 2 3 4 - [ 7 8 38

Root Mean Square Error 2 37.5 60.5 149.3 176.4 6.4 9".7 81.8 86.7
RMS Percent Error 2 0.1862 0.4439 1.0457 1.2040 0.4788 0.5187 0.4814 0.5020
Heon Simulation Error 2 -19.75 29.00 111,38 157.67 42.57 -76.09 -60.42 -72.33
Meen Percent Error 2 -0.0790 0.2202 0.7731 11,0277 0.3088 -0.4120 -0.3134 -0.4085
AAPE 2 0.1595 0.3068 0.8211 1.0277 0.3704 0.5020 0.4680 0.4590
Theil's Inequality Coef 2 1.0054 1.7064 1.5583 1.2233 1.2956 2.1503 2.4048 1.8159

8 Apperel

Simulation :1978 to 1985 Best 2 3 7
Root Mean Square Error 2 142.5 540.7  437.4 1191.7 4446 2B4L.4 3683  234.6

RMS Percent Error 2 0.4522 1.6348 1.3173 3.5620 1.3655 0.8889 1.1381 0.7231
Mean Simulation Error 2 132.98 526.79 435.03 1182.32 433.74 270.69 358.15 221.14
Kean Percent Error 2 0.4137 1.,5788 1.3036 3.5277 1.3127 0.8266 1.0867 0.6706
APE 2 0.4137 1.5788 1.3036 3.5277 1.3127 0.8266 1.0847 0.6706
Theil's Inequality Coef 2 0.8150 2.9367 1.5064 3.2405 2.3376 1.8789 2.1559 1.6566
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Tabie 5.3 (continued)

COMPARISONS OF INVESTMENT SIMULATIONS USING SUMMARY STATISTICS
single-Equation Simulstions - Estimated to 1977

Simutation
simulation
Simulation
Simulotion
Simulation
Simulation
Simulation
Simulation

Simutation :1978 to 1965 Best

2
3
&:
5:
6
7
8
38

.
H
.
B
3
H
s
H

Autoregressive Model
Accelerator Model
Cobb-Douglas Model

CES Model 1
CES Model 11

Generalized Leontief Putty-Cley Model
Generalized Leontief Putty-Putty Model
Dynamic Fector Demend Model

9 Paper

Root Mean Square Error [

RS Percent Error
Nean Simulation Error
Noan Percent Error

AAPE

Theil's Inequslity Coef

Simuletion :1978 to 1985 Best

OUUW

10 Printing

Root Mean Square Error 6
RMS Percent Error [}
Nean Simulation Error é
MNean Percent Error 6
[
[}

AAPE
Theil's Inequality Coef

Simulation :1978 to 1985 Best

11 Agri. Fertilizers

Root Mean Square Error 7

RMS Percent Error
Mean Simulation Error
Mean Percent Error

APE
Theil'es Inequslity Coef

simulation :1978 to 1985 Best

NNONN

335.6
0.1304
-235.29
-0.1033
0.1033
0.8752

1059.1
4.0733

12 Other Chemicals

Root Mean Square Error 3
RNS Percent Error
Kean Sismulation Error

AAPE

3
6
Nean Percent Error é
3
4

Theil's Inequality Coef

2

1118.5
0.2711
1053.84
0.2474
0.2474
1.0173

0.2182
647.28
0.1567
0.1654
1.4180

4 H
457.0 932.2
0.1226 0.3123
-232.23 4609
-0.0583 0.1509
0.1082 0.2679
0.9336 2.4722

4 H
291.3  2043.4
0.1203  0.9975

0.8954 2.2204
4 H
1442.6 1038.4
5.6450 3.9920
1289.58 859.46
4.4284 3.0410
4.4284 3.1886
1.5399  1.7221
4 H]
1027.6 3103.5
0.2482 0.7213
945.89 2774.93
0.2209 0.6306
0.2209 0.6723
0.9222 2.9220

335

7

463.0
0.1240
-272.88
-0.0742
0.1007
1.1339

-~

-1077.10

0.2976
1.6739

PAGE 3

s 38
$56.2  1178.0
0.1485  0.3477
-290.43 -1010.32
-0.0785 -0.3022
0.1271  0.3022
1.3982  1.9205
s 38
318.8  1124.0
0.169  0.6043
193.47 1033.54
0.1099 0.5373
0.1388 0.5373
1.0360 3.4198
s 38
2672 368.2
0.81% 0.757%
1318 -224.36
-0.2923 -0.3184
0.5753  0.7264
1.8547  1.3061
s 38
Ms1.1 12925
0.2587 0.2786
-262.99 -1074.22
-0.0433 -0.2335
0.2256 0.2381
1736 1.9315



Table 5.3 (continued)

COMPARISONS OF INVESTMENT SIMULATIONS USING SUMMARY STATISTICS
Single-Equation Simulations - Eatimated to 1977

Simulation 2: Autoregressive Model
Simulation 3: Accelerstor Model
Simulation &: Cobb-Douglss Model
Simulation 5: CES Model 1
Simulation 6: CES Model 11

Simslation 7: Generalized Leontief Putty-Clay Model

Simulation
Simulation 38: Dynamic Factor Demend Model

13 Petroleum Refining
Simulation :1978 to 1985 Best 2 3
‘Root Mean Square Error S . 1059.2 1418.7

RS Percent Error -] 0.4511  0.6189
Nean Simulstion Error -] -905.95 -1185.93
Nean Percent Error H -0.3908 -0.5144
AAPE H 0.4227 0.5461
Theil's Inequality Coef S 1.0620 1.3170

14 Rubber & Plastics

Simulation :1978 to 1985 Best 2 3

Root Mesn Square Error 2 335.5 729.7
RMS Percent Error 2 0.3250 0.6496
Mean Simulation Error 2 207.87 602.72
Mean Percent Error 2 0.1981 0.5063
APE 2 0.2237 0.5063
Theil's Inequality Coef 2 1.0580 1.4925

15 Footwear & Leather

Simulation :1978 to 1965 Sest 2 3

Root Mean Square Error H 53.7 43.6
RMS Percent Error 5 0.7639 0.6388
Mean Simuletion Error H 51.42 32.64
Mean Percent Error -] 0.6971 0.4616
AAPE 1 0.6971 0.5118
Theil's Inequality Coef 2 1.2264 2.4906

16 Lumber

Simulation :1978 to 1985 Best 2 3

Root Mean Square Error 7 360.9 732.3
RS Percent Error 7 0.4891 0.9286
Wean Simulation Error 38 203.37 633.78
Mean Percent Error 8 0.2998 0.7527
AAPE 7 0.3839 0.7527

Theil's Inequality Coef & 1.125¢ 0.9377

Generalized Leontief Putty-Putty Model

-

4

989.5
0.4156
-863.49
-0.3852
0.3852
1.1844

603.5
0.5510
483.88
0.4202
0.4326
1.1680

50.6
0.7157
49.03
0.6635
0.64635
1.2701

781.9
1.0159
619.95
0.7745
0.7379
1.2467

305.9
0.1923
115.10

0.1421
1.0051

0.2246
-4.79
-0.0428
0.1953
1.3662

2266.5
2.7666
2099.14
2.3988
2.3988
2.65%
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0.7972

.

PAGE &

LA | 38
1289.3  1361.8  12%.2
0.5619 0.5790 0.5609
-951.02 -1065.66 -1143.17
-0.3762 -0.4418 -0.5078
0.5156 0.5235 0.5089
j.2712  1.2246 1.1282

7 8 38
m2.7 762.9 903.1
0.6279 0.6674 0.7806
471.18  459.15 652.15
0.4043  0.4031 0.5482 .
0.4170 0.4758  0.63%3
1.9226 2.2059 2.7086

7 8 38

26.8 33.7 26.0
0.3264  0.4551 0.3391

8.74 23.27 -14.48
0.1351 0.3201 -0.17%98
0.2732 0.3428 0.2515
1.6805 1.9622 1.739

7 s 38
3.2 3874 4.8
0.2156 0.4649  0.4519
=169.01 -104.85 -18.45
-0.1283 -0.07%9  0.092
0.19%2 0.345 0.3746
0.9309 2.9206 1.8011
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Table 5.3 (continued)

COMPARISONS OF INVESTMENT SIMULATIONS USING SUMMARY STATISTICS PAGE §
Single-Equation Simulations - Estimeted to 1977

Simulation 2: Autoregressive Nodel

Simulation 3: Accelerator Model

Simulation 4: Cobb-Douglas Model

Simutation S: CES Model 1

Simulation 6: CES Model Il

Simulation 7: Generalized Leontief Putty-Cley Model
Simulation 8: Generalized Leontief Putty-Putty Model
Simulation 38: Dynamic Fector Demand Model

17 Furniture
simulation :1978 to 1985 Best 2 3 4 S [ 7 8 38
Root Mean Square Error 38 82.7 151.8 112.6  395.9 92.4 67.4 84.1 63.2
RMS Percent Error 38 0.3024 0.4964 0.3998 1.3395 0.3178 0.2154 O©. 0.2002
Meen Simulation Error 38 66,03 148.56 9%.75 375.70 88.28  56.45 65.69 19.32
Neen Percent Error 38 0.2348 0.4 0.3270 1.2412 0.2938 0.1781 0.2058 0.0510
AAPE 38 0.2452 0.4795 0.3439 1.2412 0.2938 0.1859 0.2187 0.1726
Theil's Inequality Coef 6 1.0161  1.1190 1.0159 2.2679% O0.74% 1.1957 6372 1.8026

18 Stone,Clay & Glass
Simulation :1978 to 1965 Best 2 3 4 H [ 7 8 38
Root Mean Square Error 7 430.1 542.8  463.0 1445.8 $04.7 370.0 919.0 609.9
RMS Percent Error 7 0.3977 0.4766 0.3428 1.2529 0.3999 0.2430 0.5505 0.3863
Meon Simulation Error 3 239.83  379.28 -37.22 1224.65 279.01 -305.46 352.10 -434.79
Mesn Percent Error 4 0.2389 0.3240 0.0528 1.0%1 0.2339 -0.2049 0.2230 -0.2637
AAPE 7 0.3043 0.3400 0.3006 1.0697 0.3296 0.2049 0.4217 0.3210
Theil's Inequelity Coef 7 0.9965 1.2560 1.3870 2.1764 2.019%¢ 0.8530 S5.1823 1.7955

19 lron & Steel
Simulation :1978 to 1985 Best

2
616.8 559.4 730.8  686.1 1649.7  619.8  467.0 1044.3
0.3642 0.3156 0.4262 0.2627 0.8839 0.2416 0.2577 0.5573
00 -519.35 273.60 -671.65
0.2376 0.2235 0.2971 -0.1566 0.7108 -0.2129 0.1609 -0.3615
0.2546 0.2377 0.3055 0.2234 0.7269 0.2129 0.2080 0.4429
0.9361 0.9263 1.2179 1.4220 4.0